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1. Introduction

Much is known about the proportion of people in dreams 
who are family members, strangers, or of other types (e.g., 
Hall & Van de Castle, 1966; Schredl, 2013). But little is known 
about a more basic matter. Some people occur more often 
than others in an individual’s dreams. What is the probability 
distribution of their frequencies? 

Naturally occurring quantities often follow a normal distri-
bution, so a distribution with a peak in the middle is plau-
sible. But frequencies of contacts with people in waking life 
tend to follow a highly skewed distribution with a peak at a 
tail, known variously as a power law, Zipf, or zeta distribu-
tion (Newman, 2005; Johnson, Kemp & Kotz, 2005). A pow-
er law distribution for occurrences of people in both waking 
life and dreams would be consistent with the Continuity Hy-
pothesis, “There is considerable congruence between what 
a person dreams about at night and what he does or thinks 
about when he is awake” (Hall & Norbby, 1972, p. 125). 

Although correspondence between events in dreams 
and in waking life is not complete, it is extensive (e.g., Ka-
han, LaBerge, Levitan & Zimbardo, 1997; Pesant & Zadra, 
2005). For discussion see Hobson & Schredl (2011) and 
commentaries that follow. Clearly some events in dreams 
have no counterpart in waking life, so, although the Conti-

nuity Hypothesis still engenders debate (e.g., Erdelyi, 2017; 
Domhoff, 2017), research here, like much on the Continuity 
Hypothesis, is not so much aimed at testing the hypoth-
esis as at learning which aspects of dream and waking life 
correspond and which do not. Here we are concerned with 
whether frequency of occurrence of people in dreams has 
the same form as that often found for frequency of occur-
rence of people in waking life, a power law; and, if so, how 
to explain it. 

Previous work reports evidence for power laws in dreams. 
A power law was reported in a talk for frequencies of char-
acters by Schweickert and Xi (2007). Domhoff and Sch-
neider (2008) found a power law for the frequencies of the 
eight most frequent characters of a middle-aged woman. 
In dreams of three individuals, Schweickert (2007) found a 
power law for the number of characters a given character 
occurred in a dream with. Here we consider a power law for 
all frequencies of characters of five dreamers. 

The Continuity Hypothesis does not specify how a power 
law would be produced. Here we explain a power law with 
a random walk model (Han, et al., 2016; Schweickert, et al., 
2020). We propose that a memory task, people naming, is 
a fruitful analog of generation of people in dreams. In the 
people naming task, a person is simply asked to name peo-
ple. It is a version of a verbal fluency task, often used as a 
test of memory impairment. There are several models of the 
task (Abbott, Austerweil, Griffiths, 2015; Goñi, et al., 2010; 
Hills, Jones & Todd, 2012; Sung, et al., 2012). We illustrate 
with simulations how one of the models can account for the 
frequencies with which people occur in dreams. The model 
is a random walk on an individual’s semantic-memory net-
work for people and their relations (Abbott, Austerweil, Grif-
fiths, 2015; Goñi, et al., 2010). It is natural to consider a ran-
dom walk because of its affinity to mind wandering (Killeen, 
2013), a waking life activity similar to dreaming (Fox, et al., 
2013; Domhoff, 2018a, 2018b). 

Power law distribution of frequencies of charac-
ters in dreams explained by random walk on se-
mantic network
Richard Schweickert1, Zhuangzhuang Xi1, Charles Viau-Quesnel2, and Xiao-
fang Zheng1

1Department of Psychological Sciences, Purdue University, USA
2Département de psychoéducation, Université du Québec à Trois-Rivières, Canada

Corresponding address:  
Richard Schweickert, Department of Psychological Sciences, 
Purdue University, 703 Third St., West Lafayette, IN 47907, 
USA. 
Email: schweick@purdue.edu

Submitted for publication: February 2020  
Accepted for publication:  August 2020 
DOI: 10.11588/ijodr.2020.2.71370

Summary. In an individual’s dreams some characters occur more frequently than others.  In dream series of five individu-
als, character frequencies follow a power law probability distribution, a distribution often found for contact with people in 
waking life.  Knowing the form of the distribution is important for statistical considerations, because a power law distri-
bution is highly skewed.  The form also constrains explanations of how characters are generated in dreams.  Character 
generation is analogous to naming people in a verbal fluency task.  We explain the power law with an established model 
for this task, a random walk on an individual’s semantic memory for people and their associations.  We demonstrate with 
simulations that a random walk on such a network can produce a power law character frequency distribution, whether 
the random walk is self-avoiding or not and whether the network is connected or not.

Keywords: Social network, Zipf’s Law, dream characters



International Journal of Dream Research   Volume 13, No. 2 (2020) 193

DI J o RPower law for character frequencies in dreams

2. Method

2.1. Dream Series 

Dream reports were those used in a previous study (Han, 
et al., 2016; see Schweickert, 2019, for data and errata). 
Reports were acquired from DreamBank.net (Schneider and 
Domhoff, 2019). Dream series had between 200 and 500 
reports (a substantial number but feasible for hand coding), 
were in English, by adults who were not elderly and had no 
known psychological disorder. Dreams of a husband and 
wife pair were excluded. At the time DreamBank was re-
trieved, five series met these criteria. Alta, female, wrote in 
the 1980s, early 1990s, and 1997. Arlie, female, wrote in the 
1990s. Merri, female, wrote in 1999-2000. Phil, male, wrote 
in 1971. The Engine Man (called The Natural Scientist on 
DreamBank) wrote in 1939, with one more report in 1949. 
Names of dreamers and characters are pseudonyms. More 
information about the dreamers is available on DreamBank.
net, and for the Engine Man in Hobson (1988).

2.2. Dream Coding

Characters in the dream reports were coded with a version 
of the Hall-Van de Castle (1966) system, slightly modified 
to be more stringent about when a character is coded as in 
a dream (Schweickert, 2007). With the Hall-Van de Castle 
system, a character is coded as in a dream if the charac-
ter is mentioned in the dream report or if a belonging of 
the character is present, even if the character is not present 
in the scene. The system was modified so a character is 
coded as in a dream if and only if someone in the dream, 
including the dreamer, had or could have had a social inter-
action with the character. Characters in a group are ignored, 
unless the number of individuals in the group is known, or 
individuals are discussed separately. As in the Hall-Van de 
Castle system, fanciful person-like entities are considered 
characters. Animals are not considered characters, but an 
entity taking a role ordinarily taken by a person, e.g., a fish 
who is a woman’s husband, is considered a character. The 
dreamer was a character present in every dream. For par-
simony the dreamer was not coded as present unless in a 
metamorphosed form. For the modified system, reliability 
for coding presence of individual characters as proportion 
of agreement is .91 (Han, et al., 2016).

3. Results

As an example of characters with different frequencies, here 
is an excerpt from a dream report of Alta, “Sue is interview-
ing someone on cable TV.” Sue occurs in three dream re-
ports of Alta. There is no indication that the person denoted 
“someone” appears in any dream report but this one. 

The ten most frequent characters in the dreams of Alta 
and their frequencies are in Table 1. High frequencies oc-
cur rarely; the highest, 22, occurs once. Lower frequencies 
sometimes occur multiple times. For example, frequency 9 
occurs for two characters. The number of times a frequency 
occurs is its count. Table 2 gives the counts for the frequen-
cies of all the characters in Alta’s dream reports. 

A huge number of characters, 1140, have frequency 1. 
Such characters often have roles as “extras,” e.g., as pass-
ersby, and are common in dreams (e.g., Strauch & Meier, 
1996). Empirical data often have power law behavior, but 
seldom over the entire range of observed frequencies. In 

particular, there is often a poor fit at low frequencies (John-
son, Kemp & Kotz, 2005; Clauset, Shalizi & Newman, 2009). 
One reason is that observations are sometimes produced 
by a mixture of a power law distribution and another dis-
tribution. Another reason is that even when data are pro-
duced entirely by a power law distribution, counts of low 
frequencies are variable and difficult to estimate precisely. 
In practice, because procedures for fitting a power law are 
sensitive to extreme values, a lower bound xmin is usually 
estimated and a power law is fit to counts greater than it 
(Clauset, Shalizi & Newman, 2009). 

3.1. Fits of Probability Distributions

We began by fitting a power law to all frequencies including 
frequency 1. Results clearly indicate that frequency 1 is not 
fit well. We then fit a power law to frequencies except 1 and 
satisfactory fits were obtained. We also consider an alterna-
tive distribution, the Poisson. Here are the details. 

3.1.1 Fits Including Frequency 1

We fit a power law in form of the Zipf-Mandelbrot Law (Man-
delbrot, 1965) to the count of characters at each frequen-
cy including frequency 1. With this distribution, for counts  
k = 1, . . . , N the probability of count k is 

P(k) = 1/c(k + b)a,   (1)
where a > 0 is the exponent, b > 0 is the shift parameter, and 
c is a normalizing constant, whose value is determined by a, 
b, and N. If b is 0 and N is infinite, the distribution is some-
times called a Zipf distribution or zeta distribution (Johnson, 
Kemp & Kotz, 2005). 

Parameters were estimated to maximize likelihood. The 
maximum likelihood estimator of N is the largest observed 
nonzero count, given for each dreamer in Table 3. Param-
eters a and b were estimated using Excel Solver. A mea-
sure of goodness of fit is G2 (e.g., Bishop, Holland and 
Feinberg, 1975). If observations are sampled from the hy-
pothesized distribution, G2 has approximately a chi square 
distribution, with an expected value equal to its degrees of 
freedom. There are three parameters to estimate, a, b, and 
N, so the degrees of freedom for the N observations are 
N – 3. For each dreamer except Phil, the Zipf-Mandelbrot 

Table 1.Ten most frequent characters in dreams of Alta

Character Frequency

My brother 22

Lori 12

My mother 11

My father   9

Bonnie   9

Linda   8

Jenny   8

George   7

My cousin   7

Dan 6
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law is rejected. (For Alta, G2(19) = 63.34, p < .001; for Arlie,  
G2(26) = 74.03, p < .001; for Merri, G2(65) = 155.59, p < 
.001; for The Engine Man, G2(9) = 30.19, p < .001; and for 
Phil, G2(45) = 33.92, n.s.) The bulk of the characters have 
frequency 1. This bulk is not fit naturally by a power law. 

Let’s consider an alternative distribution. It is possible 
that characters appear in dreams so haphazardly that every 
character appears independently with the same probabil-
ity. We can test the hypothesis of independence and equal 
probability because it implies that with a large number of 
characters, the distribution of character frequencies would 

be approximately Poisson (e.g., Newman, Strogatz & Watts, 
2001). Intuitively, a Poisson distribution might give a sat-
isfactory fit, because it can have both bulk near the lower 
tail and a long upper tail. It describes counts of frequencies 
well in some situations (e.g., Bishop, Holland and Feinberg, 
1975). When considering a power law, Clauset, Shlizi and 
Newman (2009) recommend comparing an alternative dis-
tribution. In the case of a discrete distribution, as for the 
frequencies here, they recommend considering the Poisson 
distribution as an alternative. 

In the truncated version of the Poisson distribution, pa-
rameters to be estimated are the mean λ and N. The trun-
cated Poisson distribution does not fit well when frequency 
1 is included. (For Alta, G2(20) = 576.75, p < .001; for Ar-
lie, G2(27) = 642.68, p < .001; for Merri, G2(66) = 2507.97,  
p < .001; for The Engine Man, G2(10) = 216.93, p < .001; and 
for Phil, G2(46) = 560.27, p < .001). The Poisson distribution 
is forced to compromise. Its mean λ must be high enough 
to fit the observed long sparse upper tail, but low enough to 
fit the dense lower tail. It does not succeed at this. We re-
ject the hypothesis that all characters appear independently 
with the same probability. 

3.1.2 Fits Excluding Frequency 1

Both the power law and Poisson distributions fit badly when 
frequency 1 is included. Obviously, in the frequency counts 
in Table 2, the count of frequency 1 is exceptional. Charac-
ters appearing in only one dream are usually in roles such 
as clerk, and seem to be produced by a different probabil-
ity distribution than characters appearing in more than one 
dream. 

For all dreamers, when frequency 1 is omitted the pow-
er law fits well for frequencies 2 to the highest observed 
frequency, but the Poisson distribution still fits badly, see  
Table 3 and Figure 1. For the power law G2 is relatively low 
for all five dreamers, whereas for the Poisson distribution 

Table 2. Nonzero counts of frequencies in dreams of Alta

Frequency Count

1 1140

2     29

3     12

4       6

5       4

6       1

7       2

8       2

9       2

11       1

12       1

22 1

Table 3. Fits of Poisson and power laws to frequencies of characters in dream series: Character frequencies greater 
 than 1    

Dreamer

Distribution Alta Arlie Engine Man Merri Phil

Dreams 423 208 214 312       220

Characters 61 20 24 71         41

N 22 29 12 68         48

Poisson λ 3.44 7.42 3.65 7.42      4.43

G2 40.89 127.14 29.75 809.68  194.46

df 19 26 9 65         45

p   < .001   < .001    < .001 < .001   < .001

ZM a 2.41 1.52 1.85 2.00      2.34

b 0.23 0 0 0           0

G2 11.32 25.97 8.60 62.91    17.50

df 18 25 8 64         44

p n.s. n.s. n.s. n.s       n.s.

Note.  For each dreamer, N is the largest observed frequency.  For the Poisson distribution, λ is the mean.  ZM is the Zipf-Mandelbrot 
distribution with parameters a and b in Eq. (1).  For Alta with b fixed at 0 in Eq. (1), a = 2.28, and G2 increases to 11.34, df = 19.  The 
slight increase in G2 is not significant. 
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G2 is relatively high. For frequencies greater than 1 we re-
ject the hypothesis that all characters appear independently 
with the same probability, but we find the power law fits 
well. 

3.2. Independence of Characters

Here we briefly consider the hypothesis that characters ap-
pear independently of one another, regardless of what the 
distribution of frequencies may be. It is already known that 
characters do not appear in a dream independently of one 
another. In an analysis of dream reports from the Dream-
Bank website of a person named Emma, Domhoff (2003, 
p. 104) found that her husband and her minister appeared 
together significantly less frequently than predicted if their 
appearances were stochastically independent. Another ex-
ample is in dream reports of Merri. The four characters of 
highest frequency are, in order, the dreamer’s sister, Dora; 
the dreamer’s brother, Roger; the dreamer’s mother and 
the dreamer’s father. (The pseudonym “Roger” was later 
changed to “Ruddy” in DreamBank.) Pairs of these char-
acters appear in dreams together more frequently than if 
independent, except for Dora and Roger for whom indepen-
dence is not rejected (Schweickert, 2007). Frequencies of 
characters depend on what other characters are present.

3.2.1  Independence of characters from dream to dream

In addition to considering how characters co-occur in 
dreams together one can consider how characters occur 
from one dream to another. We calculated the frequency 
with which one of the four major characters was followed 
by one of them in the succeeding dream. Take the case 
that Mother is followed by Dora, for example. All pairs of 
dream reports were found such that the character Mother 
appeared in one dream and Dora appeared in the succeed-
ing dream on the following date. Results for this example 
are in Table 4. 

Occasionally, Merri reports more than one dream from 
the same night, and we separately calculated the frequency 
with which one major character followed another in succes-
sive dream reports with the same date. For dates with more 
than one dream report, the first was considered the succes-
sor of the last report from the preceding day, and the last 
was considered the predecessor of the first report from the 
following day. For example, if there were two dreams on day 
one in which Mother appeared, and one dream on day two 
in which Dora appeared, we treated the last from day one 
and the one report from day two as a successive pair.

Dream reports are numbered in order on the DreamBank 
website of Schneider and Domhoff, and each has a date. A 
few discrepancies were found between order and date. Re-
port #24 is two days earlier than #23, #40 is one day earlier 

Table 4. Mother and Dora in different successive dreams of  
 Merri

Dora (sister) Night 2

Mother Night 1 Present Absent

Present 10   30

Absent 40 130
Figure 1. Counts observed and predicted by Poisson and  
 Power Law distributions for five dreamers.
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than #39, #44 is one day earlier than #43, and #138 is one 
day earlier than #137. Dates were assumed to be correct, 
and the report number order to be incorrect.

There were 42 pairs of successive dreams zero days apart 
and 210 pairs one day apart. For those one day apart, the 
largest frequency of successive occurrence is for Dora fol-
lowed by Dora, for which a permutation T test (done with 
perm in R) is not significant (p= .58). There is no evidence 
that appearance of Dora is dependent on her appearance 
in the preceding dream report. Other pairs of the four ma-
jor characters occur in succeeding dream reports less fre-
quently than this, and permutation T tests for other pairs are 
not significant. The result was the same if pairs of dreams 
from the same date were included. We conclude that ap-
pearances of major characters in successive dream reports 
are independent.

3.3. Model

Generating characters in dreams is similar to generating 
names of people in the people naming task. People nam-
ing and other such verbal fluency tasks are often used for 
cognitive assessment, because performance declines with 
dementia (e.g., Henry, Crawford & Phillips, 2004; Rosen, 
1980), schizophrenia (e.g., Sung, et al., 2012), and other im-
pairments. 

Two main types of models of the verbal fluency task are 
foraging in a region of a semantic space (e.g., Hills, Jones & 
Todd, 2012; Rhodes & Turvey, 2007) and random walks on 
a semantic network (e.g., Goñi, Martincorena, Corominas-
Mutra, et al., 2010; Thompson & Kello, 2014; Troyer, Mosco-
vitch & Winocur, 1997). The models make many similar pre-
dictions, although differing about details (Abbott, Austerweil 
& Griffiths, 2015). Here we consider random walks because 
they are a natural model for mind wandering (e.g., Kennett 
& Austerweil, 2016), a mental activity akin to dreaming (Fox, 
Nijeboer, Solomonova, Domhoff & Christoff, 2013; Domhoff, 
2018a, 2018b). It is plausible that random walks are carried 
out on a dreamer’s memory network for people because 
they serve useful functions on online social networks, for 
example, facilitating later searches (Sarkar & Moore, 2011). 

According to a random walk model, a participant in a 
people naming task has in memory a semantic network of 
people and associations between them. The people are rep-
resented by points, called vertices, and an association be-
tween two people is represented by a line, called an edge, 
between the vertices representing them. In the social net-
work literature, such a network is called the participant’s 
cognitive social network (Krackhardt, 1987). Given the in-

struction to name people, the participant steps from the cue 
“people” to a vertex in this network, names the person at 
this vertex, steps at random to an adjacent vertex joined to 
it by an edge, names the person at that vertex, and so on. 

The degree of a vertex in a network is the number of verti-
ces adjacent to it. Consider a vertex chosen at random from 
the entire network, every vertex having the same probability 
of being chosen. The probability the degree of the chosen 
vertex is k, for k = 0, 1, . . . is called the degree distribution of 
the network. Friendship networks and other social networks 
in waking life often have a power law degree distribution 
(Newman, 2003). 

Suppose the dreamer’s waking life social network has a 
power law degree distribution. Suppose the dreamer’s cog-
nitive social network is a more or less veridical representa-
tion of their waking social network, and in particular has a 
power law degree distribution. Most people in the cognitive 
social network are family and friends. But the network also 
includes fictional characters and celebrities; for example, 
a dreamer may know that his sister enjoys stories about 
Hercule Poirot written by Agatha Christie. Finally, suppose 
during dreaming a random walk is taken through the cogni-
tive social network. When each vertex is reached, the cor-
responding character appears in the dream. 

It is well known that in a random walk on a network, as 
the number of steps increases the probability a vertex is 
visited approaches the degree of the vertex divided by the 
sum of degrees. The assumptions required are mild, such as 
that the network is finite and connected (e.g., Bonato, 2008, 
Theorem 5.6). The result is that a random walk can produce 
a power law distribution of the frequencies with which char-
acters appear in dreams. 

With simulations, we consider two situations not meet-
ing the assumptions the result applies to. First, in a random 
walk, a vertex can be visited more than once, but in a dream, 
unless it is unusually long, a character does not appear and 
then reappear. In most dream coding systems a particular 
character is coded as present only once, even if mentioned 
more than once in a dream report (e.g., Schredl, 2010). A 
suitable model for this situation is a self-avoiding random 
walk, in which a vertex is never visited more than once. Sec-
ond, the result applies to connected networks, but over time 
some connections in a dreamer’s cognitive social network 
may weaken, so the network becomes disconnected. Our 
simulations include a disconnected network and self-avoid-
ing random walks. 

Table 5. Fits of power law to frequencies of characters generated by random walks on networks: Character frequencies  
 greater than 2    

Connected Disconnected

Not Self-Avoiding Self-Avoiding Not Self-Avoiding Self-Avoiding

N 82 55 86 44

exponent a 1.45 1.99 1.49 1.59

G2 96.87 55.43 94.28 46.41

df 78 51 82 40

Significance n.s. n.s. n.s       n.s.
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3.4. Simulations

In the first phase of the simulations, networks with a power 
law degree distribution were formed, one connected, one 
disconnected. In the second phase, random walks and self-
avoiding random walks were carried out on the networks. 

The simulated cognitive social networks formed in the first 
phase had 150 vertices representing characters, because a 
rough estimate of the number of people an individual main-
tains contact with is 150 (Dunbar, 1992). An exponent for the 
degree distribution of a social network is typically about 2 
(Newman, 2003). So a sample of 150 candidate degrees for 
vertices was taken from a power law distribution with expo-
nent a = 2 and smallest possible degree 1. (Parameter b in 
Eq. (1) was 0.) A connected network with no loop (i.e., edge 
joining a vertex to itself) or multiple edges between two ver-
tices was formed from the sampled degrees, if possible. If 
not, samples of candidate degrees were taken until such 
a network could be formed. Then a disconnected network 
was formed that had the same degree sequence as the con-
nected network. More details are in the Appendix. 

In the second phase, random walks on the networks were 
carried out in MATLAB. The first vertex was selected with 
probability proportional to its degree and the corresponding 
character was recorded as occurring in a dream. In a simu-
lated ordinary random walk, after a vertex was visited the 
next vertex was selected at random from the vertices adja-
cent to it, each with the same probability of being selected, 
and the corresponding character was recorded as occur-
ring in the dream. In a simulated self-avoiding random walk, 
the next vertex was selected at random from the adjacent 
unvisited vertices, each with the same probability of being 
selected; a vertex that was visited was never visited again. 
In each of the dream series we analyzed, there are many 
dream reports, with few characters in each. Similarly in the 
simulations, random walk steps continued until six charac-
ters were generated, or, in a self-avoiding random walk, until 
six characters were generated or no further steps were pos-
sible. In each series of random walks, 300 simulated dreams 
were generated. 

If a non self-avoiding random walk on the connected net-
work were infinitely long, the power law (with b in Eq. (1) 
equal to 0) would fit exactly for all frequencies, e. g., Bonito 
(2008). With the small number of steps in the simulation of a 
non self-avoiding random walk on the connected network, 
the power law does not fit all frequencies well, G2 = 181.89, 
81 df, p < .001. The small number of observations for char-
acters of low degree leads to imprecise estimates of their 
counts, sampling error. For example, exactly one character 
had frequency 1, so the count of frequency 1 is 1, and the 
power law attempts to fit this. But for frequency 1 the best 
fitting power law predicts count 25.03 instead of count 1. 
The power law did not fit all frequencies well for any of the 
four random walks considered. 

As mentioned earlier, in applications the power law usual-
ly only fits above a threshold (Clauset, Shalizi and Newman, 
2009). Here, for each of the random walks and networks 
simulated, the power law fits quite well above frequency 2, 
see Table 5. In each case, 2 is the smallest frequency above 
which G2 is not significant. The exponents in Table 5 are 
reasonable as estimates of the exponent 2 of the degree 
distribution of the networks that generated the characters, 
although in our results they underestimate 2. 

4. Discussion

The simulations demonstrate that a random walk on a net-
work can produce frequencies of characters that follow a 
power law distribution above a threshold, in our simulations, 
above frequency 2. A power law was produced whether the 
random walk was self-avoiding or not, and whether the net-
work was connected or not. 

In the first part of the paper we found that the frequen-
cies of characters in dreams of five individuals follow a 
power law distribution above a threshold, in our data, above  
frequency 1. The reason the distribution does not fit the 
low frequencies differs in the simulations and the data. For 
the dream data, the power law predicts a lower count than 
observed, probably because the observed frequencies are 
produced by a mixture of a power law and another distribu-
tion, the latter having a heavy lower tail. For the simulated 
random walk data, the power law predicts a larger count 
than observed. With relatively short random walks, low de-
gree characters are sampled rarely, making estimates of 
their counts imprecise. Nonetheless, in data and in simula-
tions, a power law fits well, except for low frequencies. 

The most salient elements in dreams are people (e.g., Mc-
Namara, et al., 2005; Tuomin, et al., 2019). Many are not 
identified or recognized in dream reports. For such people, 
there is only evidence that they occur in one dream. Those 
who occur frequently are family, friends and others impor-
tant to the dreamer. Representations of these people are 
somehow generated from the dreamer’s memory. It is pos-
sible that generation is random, in the sense of haphazard 
or lawless. But this does not happen. Instead, generation 
is random, but in the sense of following a probability distri-
bution. Our analyses provide evidence that for frequencies 
above 1, the distribution is a power law, well-known to ap-
ply to frequencies of many kinds of events (e.g., Newman, 
2005). 

A basic aspect of the appearance of people in dreams is 
their underlying probability distribution, so establishing its 
form is important in itself. For statistical analyses, it matters 
that the power law distribution is highly skewed and, if N is 
infinite, it may not have a finite mean or variance (Johnson, 
Kemp & Kotz, 2005). Further, the form of the distribution 
constrains theoretical explanations of how people become 
generated in dreams from the dreamer’s memory. We con-
sider a model in which characters are generated by a ran-
dom walk on the dreamer’s semantic memory of people and 
their relations, i.e., the dreamer’s cognitive social network. 
Our simulations demonstrate that a random walk on a cog-
nitive social network with a power law degree distribution 
can generate characters with a power law frequency dis-
tribution. 

4.1. Mind wandering

A fruitful proposal is that dreaming is a form of mind wander-
ing (Domhoff, 2018a, 2018b; Fox, et al., 2013). Knowledge 
of mind wandering is growing rapidly, of activities such as 
spontaneous thought while relaxed, creative thinking, and 
dreaming (for review, see Smallwood & Schooler, 2015). In 
addition to empirical work, a few models have appeared, 
of underlying brain activity in neuroscience (Mittner, et al. 
2014), and of switching attention from on-task to mind wan-
dering in cognitive psychology (van Vugt, et al., 2015). But as 
yet there is little modeling of moment to moment subjective 
activity.  We are not testing the proposal that dreaming is 
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a form of mind wandering, but we are proposing a model 
inspired by it. A classic notion is that thoughts follows paths 
of associations of ideas, both when awake (e.g., Hobbes, 
1651/1998) and while dreaming (Freud, 1900/1955, p. 284). 
A random walk on a network is a natural model for this, al-
though there are contending models, foraging (e.g., Hills, 
Jones & Todd, 2012) and spreading activation (e.g., Collins 
& Loftus, 1975). It is well established that items can become 
associated in pairs, so a network of associations is implied. 
This associative network is part of an individual’s larger 
semantic memory network, which includes knowledge of 
people and the world. There is evidence that some tasks 
relying on semantic memory are conducted by random 
walks on networks; for example, in semantic fluency tasks 
(Griffiths, Styvers & Firl, 2007; Abbott, Austerweil, Griffiths, 
2015; Goñi, et al., 2010) and in creative thinking (Kenett 
& Austerweil, 2016). Mildner and Tamir (2019) proposed a 
random walk as a model of mind wandering while awake. 
Evidence from mind wandering activities in waking life en-
courages pursuit of random walk models of mind wandering 
in dreaming. 

Here we showed that a random walk on a cognitive so-
cial network is able to generate characters having a power 
law frequency distribution, found empirically in dreams of 
individuals. A random walk on a semantic network also is 
natural for modeling other aspects of dreams. Hobson, et 
al. (2000) note that in the brain during REM sleep the dorso-
lateral prefrontal cortex is less active than while awake. One 
consequence is limited memory during dreaming. A random 
walk represents this naturally with the memoryless property, 
the assumption that the next step depends on the current 
vertex, but not on previously visited vertices. Another con-
sequence, Hobson, et al. (2000) say, is that complete scene 
shifts occur unnoticed in dreams. The sudden shifts can be 
modeled by a switch random walk; at any step there is a 
probability of jumping to a random vertex in the network 
rather than to an adjacent vertex. Such random walks are 
models of verbal fluency tasks (e.g., Goñi, et al., 2010; Grif-
fiths, et al., 2007). Finally, following remote associations in 
dreams is naturally modeled by a biased random walk, in 
which probabilities of transitions are higher to adjacent ver-
tices that have fewer neighbors (Han, et al. 2016).  

4.2. Future work

To test random walks in future work, more content details 
will be needed. A typical verbal fluency task lasts one min-
ute, with implicit or explicit instruction to not repeat an item. 
Longer trials and more of them would be useful, and re-
peated items would allow testing a power law for frequen-
cies of emitted items. The same is true for free association 
tasks, in which a participant is asked to emit words that 
come to mind in response to a cue word (e.g., Kuška, Trnka, 
Kuběna & Růžička, 2016). Also useful would be more re-
ports of subjective experience during mind wandering when 
awake; see review by Antrobus (2018). When daydreaming, 
people often generate scenarios with people. If generation 
is similar to that in dreams, the frequencies of generating 
various people would follow a power law.

Patients are sometimes observed in a hospital for several 
days with electrodes temporarily implanted in the brain to 
locate epileptic foci. While the patient is awake, some elec-
trodes in or near single neurons in the hippocampus, ento-
rhinal cortex and amygdala are found to respond preferen-
tially to visual images of particular people (Kreiman, Koch 

and Fried, 2000). One hypothesis suggested by work here 
is that if recordings were made from these electrodes while 
the patient is awake or in REM sleep, the frequencies with 
which the various cells are active would follow a power law. 
(By frequency, we do not mean firing rate, we mean how 
often the cell is active per unit time in REM sleep.) It would 
be intriguing if at about the time certain neurons were active 
their corresponding characters appeared in dream reports. 
Celebrities and cartoon characters sometimes appear in 
dreams, and it is worth noting that the preferred images for 
some neurons are celebrities and cartoon characters. 

Dream reports have some advantages over wake reports. 
On the one hand, a person mind wandering while awake can 
give an ongoing verbal report, not possible while dreaming. 
On the other hand, after 15 minutes or so of uninterrupted 
mind wandering awake a person sometimes has difficulty 
remembering content in detail, but after a similar interval of 
dreaming dramatic images often linger, affording report of 
detail, albeit imperfect. For investigators of mind wandering, 
dream reports are a rich source of detail. 

4.3. Limitations

Coding of characters is time consuming, so our data are 
from a small set of five adult dreamers. Results may not 
generalize to other people, in particular to those whose 
dream series we did not consider because they were chil-
dren, elderly or have a psychological disorder. 

 Random walk simulations were conducted on one con-
nected network and one disconnected network. They are 
sufficient for demonstrating that random walks can produce 
power law character frequency distributions, but results 
may not generalize to networks not considered. 

 Although the model can account for the frequency distri-
bution of characters in dreams, it remains to be seen wheth-
er it can also account for other details, such as the small 
world structure of networks formed by linking two char-
acters if they are in a dream together (Schweickert, 2007). 
Settings, emotions and other elements besides people are 
generated in dreams but not considered in the model. Ask-
ing dreamers about sources of elements in their dreams re-
veals waking life sources with patterns such as networks 
with small world structure (Barcaro & Carbencini, 2018) and 
systematic delays between occurrences of sources in wak-
ing life and their occurrences in dreams (e.g., Eichenlaub, et 
al., (2018). Moreover, events in dreams form dramas with a 
story-like organization that becomes more complex later in 
the night (Cipolli, et al, 2015). A random walk does not by 
itself produce these patterns. 

5. Summary and Conclusions

In dream series of five individuals, character frequencies fol-
low a probability distribution often found for contacts with 
people in waking life, a power law. A power law restricts 
explanations of how characters are generated in dreams. 
Generating characters in dreams is analogous to naming 
people in a verbal fluency task. A model for people nam-
ing is a random walk on an individual’s semantic memory 
for people and their relations. Our simulations demonstrate 
that a random walk on such a network with a power law de-
gree distribution can generate characters with a power law 
frequency distribution, whether the network is connected or 
not, and whether the random walk is self-avoiding or not. 
We note that in the simulations and the data a power law 
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does not fit well at very low frequencies, an exception that 
often occurs in applications. 

Dreams are remarked on more often for their peculiarities 
than their regularities, but there are many regularities to ac-
count for. Here we propose an account of one of them, the 
lawfulness of character frequencies. 
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Appendix

Simulations

A random sample with replacement of 150 candidate de-
grees was generated from a power law distribution with ex-
ponent a = 2 and shift parameter b = 0, using command 
rzipfman in R package tolerance. Not every sample of can-
didate degrees is graphical, that is, possible as the degree 
sequence of a network, because the sum of degrees in the 
degree sequence of a network must be even. The sample 
was tested with the command is_graphical in R package 
igraph. If it failed, a new sample was generated. This con-
tinued until a graphical degree sequence was obtained. Not 
every graphical degree sequence is the degree sequence of 
a simple connected network, i. e., a network with no loops 
or multiple edges. If possible for the obtained degree se-
quence, a simple connected network was obtained from it 
with command sample_degseq in R package igraph. If a 
simple connected network was not possible for the degree 
sequence, a new random sample of candidate degrees was 
taken. The procedure was followed until a random connect-
ed network was obtained. The network obtained with the 
command is sampled uniformly from the possible simple 
connected networks with the degree sequence. 

From the same degree sequence a disconnected network 
was obtained with command sample_degseq. We note that 
the disconnected network produced by this command is 
not chosen uniformly at random from the possible ones. 
 

.


