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ABSTRACT | We present a web application that facilitates multimodal 
search within institutional image collections using current-generation 
machine learning models like CLIP. Further, we discuss image retrieval as 
a combined computer vision/human-computer interaction problem, and 
propose that the standardization of feature extraction is one of the main 
problems that digital art history faces today.

KEYWORDS | Big image data, computer vision, feature extraction, machine 
learning, image retrieval

Introduction
Art history, as a discipline, is concerned with multiple 

images. A singular image can only become a historical 
entity in relation to its ‘neighbors’, to similar and dissimilar, 
related and unrelated original works, in both time and space. 
At the same time, sketches, copies, photographs, and other 
derivatives connect a work to its genesis, history, and 
reception. The significance of this comparative element 
has been already emphasized by Heinrich Wölfflin1 and 
epitomized by Aby Warburg’s2 idiosyncratic method of tracing 
iconographic elements across history by physically arranging 
hundreds of images on special panels. Any singular image, in 
other words, leads to an image corpus.

Although today’s digitization of art-historical collections has 
simplified the task of compiling image corpora enormously, 
it has also produced new challenges. One major challenge 
is the addressability of data through metadata. Institutional 
art-historical datasets commonly consist of images and 
related metadata, but web- and API-based search interfaces 
commonly target metadata exclusively. This is a result of 

the historical importance of periodization, attribution, and 
localization in art history. Many art-historical questions, 
however, that relate to “semantic” (e.g. iconographic) and 
“syntactic” (e.g. stylistic) aspects of a work are irreducible 
to metadata. Metadata schemas, especially those 
achievable with limited institutional resources, simply 
cannot accommodate the variety and complexity of the 
visual world in its entirety.

Such questions, then, can only be operationalized 
either as visual queries in the form of sample images 
that possess a unique combination of visual properties, 
or as fuzzy textual queries; free-form descriptions of 
visual characteristics. Where such questions are posed, 
or where metadata is unavailable or even unattainable 
(for instance for images of unknown provenance), the 
compilation of an image corpus thus becomes a computer 
vision (CV) task. This computer vision task then turns into 
a human-computer interaction (HCI) task, as computer 
vision tools and methods that perform visual and fuzzy 
textual search queries exist but are not robustly linked to 
art-historical resources.
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imgs.ai, which has been in public beta since the fall of 2020, 
was the first publicly available digital art history application 
that implemented a multimodal approach to image retrieval 
based on CLIP and other pre-trained deep neural networks.3 It 
addresses the combined CV-HCI challenge of image retrieval 
in digital art history by providing a Web-based interface, and 
machine-learning-based backend that allows the end user 
to both descriptively and visually search arbitrary image 
datasets.

Technologies of visual search
Within the field of digital art history, machine learning still 

has an experimental status.4 Digital art history and computer 
vision share many of the same technical problems, yet few 
technical solutions from computer vision have “made it” 
into digital art history. While deep learning has been used 
productively in a number of academic experiments (see 
section 3), there exists, so far, no widely used system for, or 
unified approach to, multimodal search in digital art history. 
At the same time, existing systems suffer from severe 
limitations. Large-scale, commercial applications, like Google’s 
image search, operate on proprietary algorithms and datasets, 
require a significant amount of resources to run, and cannot 
be easily adapted to art-historical content. On the academic 
end of the spectrum, experimental systems commonly suffer 
from complex setup procedures and limited reusability.

The main reason for this imbalance used to be the stark 
difference in subject matter. In computer vision, visual 
search systems used to target Internet-vernacular imagery 
exclusively. Research datasets like ImageNet5 which consist 
of thousands of low-quality images of everyday objects 
exemplify this historical and disciplinary trajectory. In digital 
art history, however, no two corpora are alike. The variety of 
both form and content in art history surpasses even the most 
“diverse” benchmark datasets in computer vision. Solutions 
that worked within the default constraints of computer vision 
research thus used to fail (often spectacularly) in a digital art 
history context.6

With the introduction of models like CLIP, which are trained 
on very large image datasets that include art-historical data, 
these issues begin to become less prevalent. Consequently, 
the productive application and critical analysis of large, 
pre-trained models turns into a major field of inquiry for digital 
art historians. Specifically, the already established technique 
of feature extraction7 – exploiting internal representations of 
deep neural networks, so-called embeddings, as compressed 
semantic descriptors for images – has not been used to its 
full potential since CLIP’s release. imgs.ai allows the user 
to employ feature extraction in an interactive manner, and 
thus attempts to close this gap on both the CV and the HCI 
side, facilitating a human-in-the-loop approach to multimodal 
search.

Review of existing visual 
search tools in digital art 
history

Existing deep visual search tools in digital art history can 
be roughly divided into three different classes: toolkits, macro 
interfaces, and search interfaces. Toolkits are collections of 
scripts, standalone tools and libraries – or combinations of 
all three – that allow the user to integrate selected machine 
learning algorithms into their research projects. Macro 
interfaces present entire image datasets as interactive 
or static plots, where the spatial proximity of images is 
determined by similarity. Finally, search interfaces allow the 
user to upload an image, or select an image from a dataset, 
and receive a set in return that, again, is determined by a 
similarity relation to the input image. Macro interfaces and 
search interfaces can either be dataset-specific or dataset-
agnostic. Toolkits are, by default, dataset-agnostic.

Macro interfaces have been part of digital art history from 
the very beginning with Lev Manovich’s ImagePlot8 and have 
been continuously improved within the framework of projects 
like Douglas Duhaime’s PixPlot,9 which is the most widely used 
macro interface today. Macro interfaces usually provide two 
core functionalities: feature extraction and image clustering, 
which are often supplemented by metadata integration. On 
one hand the prominence of macro interfaces is partly due 
to the pragmatic need to “get to know” large image datasets, 
to ask, what images do we even have? On the other hand, it 
is due to their direct link to more traditional forms of “distant 
viewing”10 in art history, namely Aby Warburg’s Mnemosyne 
Atlas11 and its contemporary equivalents in the work of artists 
like Gerhard Richter12 or Douglas Blau. Beyond supporting 
standalone tools, feature extraction and image clustering 
have become important methods in research endeavors like 
the Sphere project13 or the work by Impett and Moretti14 on 
Aby Warburg’s Pathosformeln.

It is difficult to establish a boundary between “regular” 
libraries and packages and those which could be understood 
as toolkits for deep visual search. Almost all deep visual 
search implementations depend on Python libraries like 
NumPy,15 scikit-learn,16 PyTorch,17 and others. More specific 
resources include the Distant Viewing Toolkit18 and the 
resources published by the Training the Archive Project.19 
Hybrid systems like imagegraph.cc20, developed by Leonardo 
Impett, promise to combine the feature richness of toolkits 
with the ease-of-use of macro interfaces. 

Search interfaces are almost always dataset-specific. 
One of the earliest examples explicitly designed for digital 
art history was Benoît Seguin’s Replica Project21 which 
combined deep visual and metadata search. While imgs.ai 
was the first publicly available, dataset-agnostic multimodal 
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Figure 1. Application interface, showing results for textural search for “man with turban” in the Rijksmuseum collection. The toolbar allows switch-

ing datasets or embeddings, adding an image as a positive or negative example, or starting a new search.

Figure 2. Application interface, showing results for the CLIP-based textural search “a photograph by August Sander” in the Museum of Modern Art, 

New York collection. The initial results were refined by selecting a portrait photograph featuring two people. The second round of results now fea-

tures group portraits by August Sander exclusively. No metadata was involved in producing these results.
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search engine for digital art history, a few other systems 
have since emerged. A recent example is the search interface 
developed by Florian Kräutli for the Bilder der Schweiz image 
repository.22 Another is imagemesh.ai, intended as an 
exploration tool for scientific illustrations uploaded to arXiv23 
which was directly inspired by the application described in 
this paper. A recent dataset-agnostic example, developed 
by Stefanie Schneider, is iArt24. Finally, Microsoft’s MosAIc25 
emphasizes cross-cultural similarity but is not transparent 
about the data used.

Design considerations
imgs.ai responds to what we see as five essential criteria of 

multimodal search in digital art history:

•	 Simplicity. A visual search system should be both 
simple to run and simple to use. “Simple to run” 
implies moderate compute requirements and an 
easy setup process, and “simple to use” implies a 
consistent interface that requires very little additional 
documentation.

•	 Speed. Art-historical work within large image corpora 
means sighting and sorting hundreds of images as 
part of  an iterative process. Consequently, results 
should be produced in real-time.

•	 Non-locality. Image datasets use significant amounts 
of storage, and are often accessed remotely via 
APIs or web interfaces. A multimodal search system 
should allow for remote searches and should work on 
datasets without locally cached copies.

•	 Transparency. The criteria that a visual search 
system uses to produce results should be clear. 
They should not be hidden behind abstract concepts 
like “similarity” but named explicitly. Furthermore, 
techniques from explainable machine learning should 
be integrated to facilitate the interpretation of results.

•	 Interactivity. If speed, modularity, and simplicity 
are given, the user should enter into a hermeneutic 
dialogue with the machine, to explore the data while 
refining their own search intention. One of the main 
design considerations that supports this criterion is 
the concept of ‘re-search’: results from a search (both 
descriptive and visual) can immediately form the 
basis of another search. This allows the intuitive and 
successive compilation of an image corpus based on 
continuous refinement.

All of these criteria have implications for both the frontend 
and backend design of imgs.ai.

The application’s Web frontend is rendered server-side by 
the Flask Python library26 and consists of two “light boxes” 

that are divided by a toolbar. The top light box contains the query 
images, and the bottom light box contains the search results. 
When first initialized, the query light box is empty, and the 
results light box contains a random selection from the dataset 
under investigation. A search process is initiated by selecting 
a similarity criterion, and either uploading or selecting one or 
multiple images as a query. The frontend, therefore, encourages 
the following “human in the loop”  workflow:

1.	 The user selects a dataset.

2.	 The user selects a similarity criterion: a neural 
network and a distance metric.

3.	 The user either uploads an image, selects one or more 
images, or enters a text prompt to produce a query in 
the top light box. The prompt textbox is only available 
if CLIP is the selected neural network.The bottom light 
box displays images in the dataset “most similar” to 
the query.

4.	 The user selects additional images from the results 
light box, which are added to the query light box.

5.	 The refined results are displayed.

Selecting a result allows it to be added to the next query as 
a positive or negative example, right-clicking a result shows 
links to a full-resolution version of the image, and its source, 
for example, the specific institutional website it is hosted on.

Datasets can be changed mid-search which allows 
the user to refine a query in relation to one dataset, and 
then look for the specific visual attributes defined by this 
refined query in another. Following this workflow, the user 
enters into a dialogue with the machine that, in addition to 
surprises and insights, can also present disappointments 
and misunderstandings. These “negative” results are, 
however, another step in the refinement of the user’s search. 
Nevertheless, negative results can also be explicitly marked. 
The user can not only define what should be searched for 
(positive), but also what should no longer appear in the 
result set (negative). By means of vector arithmetic, future 
results will then contain “less of” the kind of image marked. 
These negative examples, like the positive ones, do not only 
stand for themselves but also for further images with similar 
characteristics. 

Depending on the dataset chosen, multiple similarity 
criteria are available. These always combine a pre-trained 
model used as a feature extractor to compute embeddings for 
all images in the dataset and a distance metric from which 
the suggested nearest neighbors are determined. Given any 
pre-indexed dataset, a search query simply amounts to a 
look-up operation, which usually processes in under a second, 
and some time to load the result images, usually directly from 
an institution’s servers.
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The application described in this paper is set up to index 
datasets based on four kinds of feature extractors: VGG19, 
“poses”, “raw”, and CLIP. VGG1927 is a neural network architecture 
that has been incredibly popular for all kinds of classification 
tasks. While the pre-trained model utilized has been trained on 
ImageNet, it works well for art historical material, with a focus on 
stylistic similarity. The pose feature extractor is built on top of a 
Keypoint R-CNN model with a ResNet-50-FPN backbone,28 which 
is especially useful for datasets of figurative works, as shown 
for instance by Impett and Moretti.29 The “raw” feature extractor 
simply treats a (resized) image’s raw color data as its embedding, 
and thus allows searching for images that use similar pallets. 

Finally, the CLIP extractor uses the pre-trained model of the 
same name released by OpenAI in 202130 and enables multimodal 
search based on images and text prompts. CLIP learns from 
images in context by projecting an image and its context into a 
common embedding space. The ‘context’ here could be an image 
caption, a so-called ‘alt text’ which describes the image in case it 
is not loaded properly and to accommodate people with screen 
readers, or simply a news article that the image illustrates. 

The backend for imgs.ai paper consists of two separate 
applications: one that indexes image datasets (training 
backend), and one that communicates with the frontend 
described above and powers the actual search within a 
pre-indexed dataset (server backend). The training backend 
allows the user to select the feature extractors to be used 
on each dataset, and run them in a fast, parallel fashion. 
Subsequently, approximate nearest-neighbors relations 
for each image are pre-computed using a tree-based 
implementation provided by the Annoy Python library31 
developed for Spotify. The resulting model, which consists of 
the extracted nearest-neighbors relations as well as the full 
embeddings for each image, can then be used with the server 
backend. The server backend prioritizes the fast delivery of 
results. Both embeddings and nearest neighbors for each 
indexed dataset are stored as compressed HDF5 files on disk 
which allows the system to operate on a minimal amount of 
memory even given a high frequency of queries. The server 
backend delivers nearest-neighbors results to the frontend 
based on queries submitted, and extracts new embeddings/
nearest-neighbors relations for newly uploaded images.

Figure 3. Diego Velásquez, Las Meninas (1656, © Museo nacional del Prado.)
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Figure 4. Robert Doisneau, La Dame Indignée (1948, © Robert Doisneau / Gamma Rapho) and Joel Meyerowitz, Jeu de Paume, Paris, France (1967, ©Joel 

Meyerowitz, Courtesy Howard Greenberg Gallery). Museum of Modern Art, New York.

Figure 5. Richard Hamilton, Picasso’s Meninas from Homage to Picasso (1973, © with kind permission of VG 

Bildkunst). Museum of Modern Art, New York.
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The potential of CLIP
Without taking any metadata into account, CLIP makes 

it possible to search for iconographic criteria. CLIP not only 
“knows” image objects like “man with turban”, “three cows”, 
etc., but also “understands” more abstract terms or concepts. 
For instance, it has a sense of crowds (“crucifixion with a 
huge crowd”), feelings (“a happy family”), activities, and 
genres. As it allows arbitrary user input, it is also possible 
to search for aspects of an image that would never appear 
in conventional metadata. This not only makes it possible to 
make surprising finds, but also to transcend the limitations of 
metadata-based search.

One surprising result facilitated by CLIP, for instance, is 
the list of search results for the prompt “Las Meninas”, which 
references the famous 1656 Spanish Golden Age painting by 
Diego Velásquez. Las Meninas is certainly one of the most 
analyzed paintings in the history of art. Michel Foucault, 

famously, spends the whole introduction of The Order of 
Things on it,32 W.J.T. Mitchell dedicates a whole chapter in his 
book on picture theory to it.33 It is also the focus of countless 
analyses in less prominent scholarship. The painting is 
famous, in particular, for its play on representation. Such 
metapictorial aspects, however, are difficult to synthesize, 
and certainly not part of any approach to metadata. If we run 
a search for “Las Meninas” in the collection of the Museum of 
Modern Art, New York – an institution that does not only not 
have the famous painting in its collection (which is kept in the 
Prado in Madrid) but also focuses on modern/contemporary 
art, rather than works from the Spanish Golden Age – the 
results are surprisingly “accurate” and show the conceptual 
depth that CLIP allows the user to access. Among them are 
two photographic works, Joel Meyerowitz’ Untitled from The 
French Portfolio (1980) and Robert Doisneau’s La Dame 
Indignée (1948). Both are explicit plays on representation, 
and both clearly pick up on the same themes as Las Meninas, 

Figure 6. GRAD-CAM heatmap overlay for Man in oosterse kleding by Rembrandt van Rijn (1635), 

resulting from a search for “man with turban” in the Rijksmuseum collection. The overlay shows 

that the focus of the CLIP model lies on the head garment.
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especially the question of the gaze relation between people 
in, and people before the image. Another result is Richard 
Hamilton’s Picasso’s Meninas from Homage to Picasso 
(1973) which takes up the structure of the Velásquez 
original but fills it with figures from Picasso paintings. While 
both works have nothing in common but their compositional 
structure, CLIP is still able to “understand” their compositional 
similarity.

While the possibilities provided by CLIP are thus 
extensive, like many pre-trained models CLIP suffers 
from issues of opacity. While the proprietary nature of its 
training data cannot be mitigated on the application side, 
imgs.ai provides a mechanism to aid with the interpretation 
of results generated from text queries. By right-clicking a 
result suggested by CLIP, the user can generate a basic 
attribution heatmap using a GRAD-CAM34 implementation 
provided by the TorchRay Python library35, which shows 
the importance of certain image regions in relation to the 
query.

Conclusion: Standardizing 
feature extraction

imgs.ai is just one of what could be many solutions to the 
productive use of feature extraction with a focus on multimodal 
features in digital art history. As such, it points to a significant 
challenge at the exact interface of technical and academic work 
within digital art history in particular, and the digital humanities 
in general. Given the increasing footprint of machine learning 
models, it seems counterproductive to extract features – which, 
overall, have proven incredibly useful to digital art history – 
more than once. The standardization of extracted features – in 
terms of method, format, and infrastructure – is thus the next 
big challenge the digital humanities community has to solve. 
While some aspects of this process seem straightforward to 
implement, others, such as the question of the accessibility and 
sustainability of models used for extraction, provide additional 
challenges. Solving these challenges will require a close 
collaboration between academic  researchers and software 
engineers within the digital art history community.
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