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Introduction
Galleries, libraries, archives, and museums (GLAMs) 

across the globe are building new datasets to render their 

collections open, machine-readable, and internet-accessible.1 

GLAM institutions have largely treated the turn to open data 

as inherently positive, able to promote cultural understanding 

and appreciation in ways that promise scale, accessibility, 

and customization.2 Indeed, GLAM datasets have wide reach, 

offering to turn their institutions inside-out so that collections 

may be remotely viewed, downloaded, and shared by anyone 

with an internet connection. In the age of artificial intelligence 

(AI), GLAM datasets can enable new forms of audience 

engagement with collections.3 AI creates possibilities for 

machines to present recommendations, provide predictions, 

generate content, and display curated information to remote 

audiences—with more conceivable functions to come as the 

technology evolves. However, some researchers and artists 

suggest that the upsides of GLAM datasets need to be balanced 

with risks that can arise from their design, development, and 

integration into AI technologies.4 Whereas many GLAMs have 

marshaled the technical expertise and resources required to 

remodel their collections into digital datasets, in this paper 

we seek to spark public discussion about the conditions and 

guardrails that should guide the evolution of these projects in 

the age of AI. 

In this work we ask: how should GLAMs account for 

the emergence of AI-driven experiences built upon GLAM 

datasets? We seek to answer this question by flagging key 

ethics and governance issues in tandem with supplying some 

guardrails for navigating them.

Our approach focuses on GLAM datasets as sociotechnical 

systems. Drawing on our experiences as researchers spanning 

multiple areas (computer science, computer vision, AI ethics, 

art history, and cybersecurity) and working in different sectors 

(industry and academia), we identify salient questions from 

critical technology discourse on dataset development for AI 
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systems. Examining GLAM datasets from a sociotechnical 

perspective foregrounds the need for cultural memory 

institutions not only to make their digital systems technically 

workable, but also to confront the implications of cultivating 

new participatory communities through datasets that can be 

viewed, downloaded, manipulated, and reused through the 

internet.5 Further, institutions must shape new accountability 

assurances when they allow digital collections to be 

distributed and recontextualized beyond their own website by 

users working in a wide matrix of machine-to-machine linking 

and processing of data.6 While generative AI systems such as 

ChatGPT, DALL-E, and Stable Diffusion gain public fascination, 

scholars are investigating the landscape of risks and potential 

guardrails to guide the responsible development of these 

technologies. Yet the AI systems’ reliance on data from GLAM 

datasets remains largely overlooked. 

First, we align our core analysis with common stages 

of dataset development in order to highlight the many 

decisions involved from start to end. Next, we embed the core 

analysis into a wider institutional context by examining how 

technologists conceptualize, make, monitor, use, and secure 

datasets. Tactically, this move emphasizes that datasets 

are made and perpetuated through a series of choices and 

actions by GLAM staff and their consultants, partners, and 

audiences. The making and stewarding of GLAM datasets 

thus becomes the central concept shaping how we organize 

our exposition and recommendations. Our evidence consists 

of primary sources (internet sites on the public web; e-mail 

communication with The Met; mainstream journalism) 

and secondary sources (a literature which we call critical 

technology discourse, combining scholar and practitioner 

perspectives, integrated by us with perspectives from digital 

art history and museum, library, and archival studies).

We present five recommendations to guide ideation 

and development of GLAM datasets in line with advocacy 

for responsible dataset development for AI in research 

communities. Our discussion reveals some weaknesses in 

datasets already produced by GLAMs in different corners of the 

world, in addition to some concerns about their use. To throw 

the issues into relief, we describe them with reference to one 

prominent example, The Metropolitan Museum of Art’s Open 

Access initiative.7 The museum configured its Open Access 

dataset to share information about hundreds of thousands 

of artifacts for unrestricted commercial and noncommercial 

use beginning in 2017.8 The effort relied on techniques from 

machine learning (ML, an approach used in AI science) and 

a subset of ML known as computer vision.9 The Met’s dataset 

is an impressive early accomplishment for the field, yet it 

also provides cautionary lessons that need close study from 

GLAM professionals, boards of directors, and scholars in the 

humanities, social sciences, and computer science.10 

Although AI technology may be unfamiliar terrain for some 

readers of this journal, there is shared ground with respect to 

how computer scientists and GLAM professionals work with 

collections that need to be designed, organized, interpreted, 

and made accessible for others. Our recommendations are 

intended to invite conversation, not to be the final word.

Where GLAM Institutions Meet 
AI

One can trace a history of AI-compatible cultural memory 

collections to open information access initiatives by a 

number of prominent GLAMs and, more broadly, collections-

as-data projects. A central tenet of “open” GLAMs—that 

digital reproductions of public domain works should be 

made available for anyone to freely access, use, modify, or 

share11—has given rise to large internet-based collections 

that can form the basis of AI datasets. According to a 2022 

Open GLAM Survey, more than 1,400 GLAM institutions 

worldwide have released digital collections on open access 

terms.12 These include some of the 3,700+ institutions that 

participate in the European Union’s Europeana,13 the J. Paul 

Getty Museum14 (Los Angeles), National Palace Museum15 

(Taipei), Cleveland Museum of Art,16 Art Institute of Chicago,17 

Smithsonian Institution18 (Washington), National Gallery of 

Art19 (Washington), Powerhouse Collection of the Museum of 

Applied Arts and Sciences20 (New South Wales), and The Met21 

(New York). Treating collections as data in cultural memory 

institutions is an adjacent and in some ways complementary 

movement to encourage computational use of digitized and 

born-digital collections.22 But our examination of AI-related 

initiatives at GLAMs across the globe in recent years suggests 

that more is at stake than simply democratizing access and 

fostering new uses of collections. 

Development of AI systems using GLAM datasets has 

involved a constellation of external groups operating with 

different incentives. External GLAM relationships include 

partnerships with large corporations, such as Google23 

and Microsoft,24 data hosting by tech companies, such 

as AWS (Amazon Web Services),25 database integration 

with businesses, such as Artsy26 and nonprofits, such as 
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Wikimedia Foundation,27 software development platform 

services by commercial firm GitHub,28 collaborations with 

universities and schools, such as Parsons School of Design,29 

analytics arrangements with data science companies,30 data 

aggregation services by NGOs and public organizations,31 and 

crowdsourced labor by dispersed and sometimes anonymous 

contributors.32 This list of organizational ties suggests that a 

myriad of imperatives come together to shape GLAM datasets 

and AI projects built from GLAM datasets. Stakeholders lay 

claim to different aspects of a dataset project, possibly even 

the data itself. 

The Met provides an example of how AI projects made with 

GLAM datasets give rise to a broad partnership ecosystem 

with for-profit and nonprofit organizations. The Met’s dataset 

has anchored collaborations with Microsoft,33 Massachusetts 

Institute of Technology,34 Parsons School of Design,35 

Wikimedia Foundation, University of Virginia School of Data 

Science, Google, Pinterest, and Creative Commons.36 

GLAM datasets, in addition to being reliant on multiple 

organizations, have public-facing roles and effects. For 

example, the Met has made its dataset available to the public 

in two ways, through an application programming interface 

(API)37 and a comma-separated values (CSV) file available on 

Github.38 While the API enables the museum to open up its data 

and functionality to third parties by means of an intermediary 

layer between a web server and application, the CSV file allows 

data scientists, artists, and others to integrate the data easily 

into external datasets and technologies39 (subject to The Met’s 

published terms and conditions).40 

In the present AI age, the new openness of GLAM datasets like 

The Met’s compels cultural memory institutions to confront the 

spread and reuse of collection data in a wide matrix of internet 

activity beyond their strict control. This is particularly salient 

given the emergence of new generative image technologies, 

such as Stable Diffusion and DALL-E, that are made with data 

scraped from the internet. Some of these AIs are fueled by 

publically available GLAM datasets: for example, Stable Diffusion 

was trained on data from The Met’s dataset.41 There are few 

governance systems in place for generative AI systems, which 

carry risks that have had little time to be considered while firms 

compete in an arms race to deploy. As told by the CEO of OpenAI, 

the company behind DALL-E: “The current worries that I have are 

that there are going to be disinformation problems or economic 

shocks, or something else at a level far beyond anything we’re 

prepared for.”42

Digital heritage is no longer a practice of making technical 

systems work but also a practice of facing new sociotechnical 

outcomes, as Ross Parry claims, such as recontextualization of 

GLAM collections by other actors and by machine-to-machine 

processing of data.43 As such, we suggest that the horizon 

of social responsibility widens as GLAMs address how their 

datasets will integrate with AI systems made by developers 

either inside or outside the institution. As just one example 

of what GLAM governance may now be expected to address, 

an explainer video for DALL-E 2 published by its commercial 

developer, OpenAI, features an image of Leonardo da Vinci’s 

Mona Lisa with a mohawk, showing how the AI allows a user 

to select an existing image and give the command, “give her 

a mohawk” (https://openai.com/dall-e-2). It takes little 

stretch of the imagination to envision how internet users may 

use GLAM datasets and generative AI systems like DALL-E to 

produce images that are abusive, harmful, or extremist while 

retaining some visual semblance of the underlying works in 

GLAM collections.

In the remainder of this article we explore potential 

guardrails that could guide the evolution of GLAM datasets 

in the age of AI, drawing upon prior scholarship advocating 

for higher ethical standards of AI dataset development and 

stewardship. Datasets, more broadly, have been front and 

center of the controversies surrounding AI, being implicated in 

debates about bias, fairness, consent, and agency with respect 

to impacted stakeholders.44 Some of the contexts giving rise 

to these controversies are readily recognized as posing major 

risks to health and safety (such as autonomous vehicles). 

Of more concern to GLAMs and their publics, we suggest, are 

threats to social cohesion and fundamental rights, which are 

associated with AI datasets because of how they can condition 

behavior and thought, limit individual autonomy, and worsen 

inequality. Indeed these dynamics within global digitalization 

and algorithmization have been understood as systemic 

risks.45 For example, biased, unfair, and discriminatory AI has 

been partially attributed to an over-representation of white, 

western, male perspectives in AI datasets;46 controversies 

regarding the use of publically available text and image data 

scraped from the web have sparked new debates regarding 

attribution, consent, and data subject agency;47 and the 

regular reliance on crowdsourced workers within dataset 

development pipelines has raised a myriad of ethical concerns 

regarding labor conditions.48 In response, a polycentric 

community of scholars and practitioners has stepped forward 

to provide guidelines and tools in the form of soft governance, 

and diverse researchers have established a rich body of 
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scholarship around critical issues pertaining to AI datasets.49 

These reparative developments, which we refer to as critical 

technology discourse, offer valuable insights for the GLAM 

sector that we distill into our recommendations below.

Making GLAM Datasets 
Responsibly 

To make a dataset is to engage in ethical choices that 

impact a broad set of stakeholders. GLAM datasets take shape 

from a combination of contributions from inside and outside 

the institution. Mass digitization projects at cultural memory 

institutions, while formally seeking to serve the public 

interest, are infused with diverse and even conflicting political 

and economic motives.50 AI systems derived from GLAM 

datasets subsequently inherit and embed new, value-laden 

norms, assumptions, and design decisions that reflect power 

dynamics and human labor underlying their production.51 

GLAM datasets reflect a series of design choices and power 

structures that have built the institution’s physical collection 

over time, extending this history into the present.52 In turn, 

the datasets shape an expanse of experiences for internet 

“prosumers” who not only consume content but produce new 

engagements by downloading, uploading, sharing, tagging, 

and remixing.53 In the age of AI, how GLAMs will develop new 

policies and practices to deal with these chains of stakeholders 

and their interactions is a rich question that merits fuller 

discussion.

GLAMs’ policies and procedures have traditionally been 

opaque to outsiders, but societal pressures might force this to 

change. Twenty-first century ethics in the GLAM sector is built 

upon new theory and practice of transparency, a self-reflexive 

mode of communication that admits accountability and 

discloses the stakes of decision-making.54 We propose that 

AI-driven experiences built on GLAM datasets will accelerate 

the shift. This is because the relationship between dataset 

development and outcomes mediated by AI presents novel 

uncertainties and poorly understood risks.

GLAMs need to contend with two facts: the concept of risk 

captures a growing role in how society establishes guardrails 

for digitization of contemporary life, and institutions face new 

pressures to govern technology risks.55 Sociologists Ulrich 

Beck and Anthony Giddens theorized that contemporary 

society is a “risk society,” a term concerned with the transition 

from industrial society to the current era shaped much more 

by technological hazards.56 The risk society is distinguished 

not only by distribution of “goods” (wealth) but more so 

by distribution of “bads” (technological hazards produced 

by society such as misinformation, online abuse, and 

cyberattacks). AI risk management is now emerging as an 

important field of research and strategy across sectors.57

We suggest that GLAMs’ contribution to the development 

of AI systems through the datasets they develop and 

make available on the internet will intensify pressures 

on GLAMs to be transparent about choices and actions in 

dataset development. This is partly because risk-based 

governance—which is marked by transparency-centered 

regulation mechanisms, such as audit, reporting, and risk 

assessment—has come into favor in regulation of digital 

society and digital markets.58 While this is the case in 

“hard” governance, i.e., legally binding regulation, there are 

parallels in “soft” social norms that steer conduct, as we 

discuss further below. As GLAMs continue to integrate their 

datasets with digital society, they should rethink their self-

governance policies and procedures with particular attention 

to documentation and disclosure.

GLAMs, as institutions that serve the public interest, ought to 

be norm-builders in regard to evaluating the potential impact of 

datasets they create. Although this territory is new for GLAMs, 

industry expectations are taking shape around the notion 

that, before and during the development of any new service 

or project involving information technology, organizations 

seeking to lead institutional responsibility norms should 

perform an ethical impact assessment59 or similar evaluation 

to examine societal consequences of the design. Similar to an 

environment impact assessment that precedes a real estate 

development project, an impact evaluation framework for 

GLAMs would enable more informed choices about ethical and 

social implications, although research and consensus-building 

are needed to establish an accepted procedure for memory 

institutions. 

Recommendation 1: Conduct an impact assessment about 

interaction between dataset decision choices and knowledge 

paradigms or biases.

While impact assessments are important exercises in their 

own right, organizations typically conduct them internally 

and need to take extra steps to provide means of external 

accountability. Documentation that communicates results 

of the impact assessment and other important decision 

points in dataset development is, according to a growing 

technology ethics literature, owed to stakeholders outside 
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the organization.60 Collections-as-data approaches have 

proposed standardization of documentation, such as data 

packets that bundle transcriptions with contextualizing 

information to explain decisions made while creating data.61 

In AI-specific literature, there is increasing awareness that 

rigorous and transparent dataset documentation can help 

mitigate ethical concerns in AI dataset development and use.62 

For example, documentation serves to hold dataset developers 

accountable for their decisions, enable dataset users inside 

and outside GLAMs to make responsible decisions regarding 

safe and appropriate use, and allow third-party researchers 

to offer validation or critique as part of scholarly practice. A 

standardized dataset documentation framework, tailored to 

the GLAM sector, would support and complement an impact 

assessment by guiding design decisions and making them 

visible to a broad set of stakeholders.

Recommendation 2: Produce comprehensive 

documentation, including decision provenance, of how the 

dataset is made. Make the documentation available for review 

outside the institution.

There are models on which the GLAM sector can draw. 

Within AI research and practice, there is growing awareness 

of the importance of public transparency and there are 

extensive efforts to encourage public-facing documentation 

of models63 and datasets.64 Researchers have recognized the 

gap in guidance for documentation of arts-related dataset 

development. For example, Artsheets is a research-based 

and practice-oriented framework that offers a checklist and 

questionnaire to guide arts-based dataset documentation 

efforts with specific focus on ethical, social, cultural, legal, and 

historical considerations.65 We do not fetishize transparency,66 

but we do adopt the working premise that more publicly 

available information is better than less, all else being equal. 

Moreover, we advocate for transparency as an important 

approach to enabling multi-stakeholder engagement with 

GLAM datasets and technologies.

We requested a documentation file from The Met in order 

to gain the chance to evaluate dataset design choices. 

The response directed us not to what we requested but to 

alternatives: the Terms and Conditions governing the dataset’s 

use, and articles and FAQs on the museum’s website pertaining 

to the Open Access initiative.67 This decentralized array of 

information makes it difficult for researchers and the public to 

understand how the dataset was made and by whom.

Figure 1. Jain Svetambara Tirthankara in Meditation, ca. 1000–50. Marble, 99 cm height. The Metropolitan Museum of Art, New York, Purchase, 

Florence and Herbert Irving Gift, 1992, www.metmuseum.org. Creative Commons CC0 1.0 Universal Public Domain Dedication.
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To improve transparency about GLAM decision-making and 

to guide implementation of our first two recommendations, 

the following discussion distills three themes that merit 

exploration toward the formation of an impact assessment 

and documentation framework for the GLAM context: data 

classification, cleaning, and annotation. 

Data Classification
Classification systems serve an important purpose; they 

lend order to the incredible complexity of the world. These 

systems are an essential component of turning GLAM 

collections into machine-readable datasets. Yet, as Geoffrey 

Bowker and Susan Leigh Star remind us,68 classifications 

embed politics. When making GLAM datasets, choices of 

which categories to include and how to sort data are critical 

design decisions that shape the final dataset by making 

some aspects of the underlying collection legible and other 

aspects illegible or lost entirely. Furthermore, classification 

decisions compound over time, since varying labels can be 

added at different moments and by different people. Now 

that citizen scientists and crowdworkers contribute to digital 

tagging efforts—supplementing the contributions of GLAM 

professionals—classification work is done both outside and 

inside the institution, as we discuss further below. In turn, 

the aggregate of classification decisions creates affordances 

for certain types of research, learning, and experience, while 

excluding or inhibiting others.

The Met dataset contained 54 columns (or divisions) of 

information when examined as a CSV file at the time of our 

investigation. A significant portion—11 columns out of 54—

conveyed information for each museum artifact about the 

biography of the artist.69 At the same time, there were zero 

columns reserved for other important aspects of an object’s 

history and cultural meaning, such as its state of preservation. 

The proportion 11/54 represents an inbuilt intelligibility that 

invites users to explore more questions about the artist 

of each object and fewer about its ritual status, affective 

presence, physical state over time, and a number of other 

issues that remain suppressed because of the choice about 

which classifications are available in the CSV file.70 

Classification also strips away complexity in favor of neat 

categories. One 11th-century sculpture at  The Met (Figure 

1), among many other examples, illuminates the erasure of 

context when a classifying process seeks to render “title” 

into a compressed unit. The museum’s traditional title for the 

sculpture is Jain Svetambara Tirthankara in Meditation, but its 

title in the digital dataset is Figure. Far from a rare occurrence, 

it represents a broader design strategy wherein comparable 

sculptures in The Met’s Asian Art Department (and other 

departments) have undergone a reduction from a title that is 

long-form in the humanities-based domain to the single word 

Figure in the CSV file. 

Consider how the computational title Figure erases 

interpretive context. The sculpture’s traditional title evokes 

the object’s religious derivation (Jain), color (svetambara 

or white-clad), devotional association (tirthankara or ford-

crosser), and attitude (in meditation).71 It is unsurprising to 

find that other scholarly authors employ slightly different 

terms for the same object, such as Seated Jain Tirthankara,72 

reflecting different interpretive and expressive priorities. 

This example suggests that, whereas humanities methods 

allow categories like “title” to remain contingent and thickly 

descriptive, computational methods freeze them into relatively 

barren units, often a shortened form. A potential epistemic 

effect of data classification, therefore, is foreclosure of debate 

about points of interpretation that may be conditional or 

provisional. 

Our intention here is not to suggest that there is a perfect 

set of column headings for The Met’s dataset; rather, the 

dataset makers bear some responsibility for explaining and 

defending their choices. Consultation with domain experts 

and stakeholder groups would be a prudent step at the design 

stage in order to explore how classifications affect both user 

experience and community representation by restricting 

inquiry and understanding in some ways while expanding 

them in other ways. In light of these considerations, we 

recommend:

Recommendation 2a: In the impact assessment and public-

facing documentation, include information about consultation 

with domain experts and stakeholder groups to explore 

how classifications affect user experience and community 

representation.

Data Cleaning
Broadly speaking, data cleaning refers to a set of activities 

designed to improve the quality of data and convert the results 

into a form that is appropriate for modeling and interpretation. 

While precise data cleaning processes tend to vary across 

context, common activities include removing outliers, resolving 

redundancies or duplications, and correcting or removing 

mislabeled data. Data cleaning often embeds assumptions 
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regarding what constitutes “high quality” data and subjective 

decisions regarding which attributes and variables will be 

counted versus ignored.73 For example, consider a dataset 

where individual images have been classified or labeled by 

aggregating multiple judgments from different people (e.g. 

judgments about artistic style of a painting). In cases where 

there are highly divergent opinions, a dataset developer 

must make a choice regarding how to proceed, e.g. removing 

entirely, relabeling, or giving an existing label greater weight. 

Each choice carries value-laden implications for the final 

dataset.

In short, data cleaning reflects layered power relations, 

organizational restraints, sociotechnical norms, individual 

habits, technical infrastructure, and happenstance. In light 

of these considerations, and motivated by existing calls to 

document and communicate data cleaning processes,74 we 

recommend:

Recommendation 2b: In the impact assessment and public-

facing documentation, record assumptions and procedures for 

data cleaning.

Crowdsourced Annotation
Annotating, often called tagging or labeling, adds extra 

information to the data and can be performed manually or 

via rules engines.75 To find people to perform annotation, 

dataset developers frequently leverage crowdsourcing 

platforms, since they cheaply distribute tedious annotations 

across thousands of gig workers. This method has generated 

enthusiasm among developers across a number of industry 

sectors and knowledge fields.76 Yet there are significant 

critiques that raise important considerations for GLAMs. 

One of the core assumptions underlying the crowdsourcing 

paradigm is that workers are interchangeable. However, 

scholars have contested this assumption by studying how 

the perspectives of individual annotators—shaped by social 

and cultural identities, familiarity with the problem domain, 

training, and expertise, and more—influence the resulting 

dataset labels.77  There is no industry standard for ensuring 

that workers have sufficient domain expertise for attaching 

labels that specialists in the field would consider correct, nor is 

there wide acceptance of the contingent and relational nature 

of virtually all data.78 It is critical for GLAM dataset developers 

to carefully consider whose perspectives, biases, and values 

are captured within the annotation process and to document 

annotation processes for external review.

Crowdsourcing has also been heavily critiqued from a labor 

perspective. The same conceptual and technical infrastructure 

that sets up workers as interchangeable also positions them as 

a faceless, nameless, and largely invisible workforce. Scholars 

have referred to this form of veiled digital labor as “ghost work,”79 

and, pointing to concerns about exploitation, they have critiqued 

its compensation and credit attribution practices.80 

The Met divides its approach to annotations by using one 

method for the web version of its public digital collection and 

a second method for the Open Access dataset on GitHub. The 

longer established of the two is the public digital collection, 

which exhibits The Met’s previous standard of offering 

annotations made by domain experts only (https://www.

metmuseum.org/art/collection). The new approach for the 

Open Access API and CSV file is to include non-expert tags 

(https://github.com/metmuseum/openaccess). The museum 

explained the layperson tagging initiative in 2019 as follows: 

With the help of a wonderful human work force, The Met 

recently added keyword tags to over 275,000 objects in the 

online Open Access collection. . . . But there are still over 

20,000 objects that need to be tagged. As we continue to add 

more digitized objects to the collection, we need to weigh the 

cost, time, effort, and accuracy of tagging our objects.81

Tradeoffs from annotation come to light in an example from 

The Met, a 13th-century box called a pyxis (Figure 2). The first 

challenge has to do with credibility: no public record informs 

the user whether the tags are human- or machine-generated. 

The second challenge is the gap in perception that is evident 

when one compares the pyxis to its tags. In the CSV file, one 

finds three tags for this artifact: Christ, Man, Donkey. But 

the total aesthetic effect and historical context of the pyxis 

are more complicated: the artifact is intercultural, decorated 

with an amalgam of Christian and Islamic themes. It is a 

cylindrical box with a lid, a form that derives from ancient 

Greek ceramic prototypes. Its motifs include Christ, a man, 

and a donkey because it shows a Gospel scene of Jesus’ Entry 

into Jerusalem—but it also shows a representation of Mary, 

whose cross-legged posture recalls images of Seljuq rulers, 

while her turban recalls headgear distinctive to 13th-century 

Arab communities in Syria and the Jazira. It is brass inlaid 

with silver, a technique mastered in medieval Syria, where the 

pyxis is believed to have been made. It is difficult to perceive 

how the artifact could possibly be signified reliably by the 

three tags, Christ—Man—Donkey. Rather, the logic of keyword 

thinking suppresses many aspects of the pyxis.

https://www.metmuseum.org/art/collection
https://www.metmuseum.org/art/collection
https://github.com/metmuseum/openaccess
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Thus, The Met’s statements of support for keyword tags, 

grounded in a promise of greater accessibility through search, 

deserve closer scrutiny. For example, The Met’s website claims: 

“The ‘depicted subject matter’ tagging function gives users 

a new access point into the collection, allowing them to see 

how a subject of interest, such as dogs or mirrors, may have 

been depicted across time, geography, and different types of 

objects.”82 Missing from this statement are two crucial points: an 

artwork will remain hidden from search and inquiry if annotated 

imperfectly, and no artifact will have a perfect annotation.

Moreover, The Met provides no details regarding the 

annotation process (e.g., guidelines provided to annotators) 

or the annotators themselves (e.g., recruitment criteria, 

sociodemographic information, required expertise or 

training). In addition to raising questions about the particular 

perspectives embedded in the annotations, The Met’s 

assistance from an unnamed pool of laborers merits further 

explanation from the museum in relation to ethical questions 

that have been raised in the literature about compensation, 

working conditions, and recognition.

In light of the considerations above, here is how we would 

recommend embedding annotation in the impact assessment 

and dataset documentation:

Recommendation 2c: If annotation will rely on crowdsourced 

labor, document why in the impact assessment and external-

facing documentation, and create a record of the annotation 

process, including sociodemographic information about 

annotators, in order to situate the resulting dataset. 

In regard to annotation work for GLAMs, the institution’s 

personnel, board, and audience should demand open dialogue 

about tradeoffs and defense of the decisions made. One way 

for GLAMs to facilitate such conversation is to compile a record 

of all AI annotation projects, then make it available for review 

by outside parties.  

Stewarding GLAM Datasets
Datasets are a novel kind of perpetual collection; they 

require long-term care from people with skills in information 

technology, cybersecurity, curation, and pedagogy. GLAMs’ 

stewardship of datasets may combine codes of ethics for 

memory institution professionals with emerging concepts 

of stewardship from perspectives of internet ethics, data 

governance, and consumer ethics. The following discussion 

emphasizes key decision points for GLAMs drawn from critical 

technology literature. 

Figure 2. Unknown artist, Pyxis Depicting Standing Saints or Ecclesiastics and the Entry into Jerusalem with Christ Riding a Donkey, ca. 1250–

1300. Brass inlaid with silver, 10.5 cm height. The Metropolitan Museum of Art, New York, Rogers Fund, 1971, www.metmuseum.org. Creative 

Commons CC0 1.0 Universal Public Domain Dedication.
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Dataset Use: Computation as a 
Program of Thought

AI and “Big Data” refer not only to the use of tools and processes 

for developing and analyzing large datasets—they also signify 

a computational turn in thought.83 The memory cultivated by 

the logic of databases and computational methods is far from 

the type of memory that GLAMs have traditionally committed 

to foster and preserve. Mike Pepi writes that museums may 

be “seduced by a transformation into an indexed collection, 

structured much the way a good database would be: consistent, 

atomic, scalable, and easily searchable.”84 The shift, which we 

claim applies beyond museums to GLAMs more generally, leads 

to a predetermined means of persuasion that Pepi describes 

as follows: “Information stored in a database is not designed to 

conjure, remind, or encourage users to look back in retrospect. On 

the contrary, these data exist to power an application, usually an 

algorithm that predicts or optimizes future functions.”85 

The ability to analyze data through powerful statistical 

programs creates many new affordances and opportunities 

to explore digital data at scale. Yet this mode of engagement 

with GLAM collections strips away conditions for meaningful 

interpretation, such as familiarity with cultures represented by 

texts, art, and artifacts. This important consideration is often 

lost in the allure around computation of datasets—similar to 

Alexander Campolo and Kate Crawford’s concept of “enchanted 

determinism”86—because of reasons such as terrific speed, 

efficiency, and rationality. 

Now that GLAM datasets are beginning to take hold among 

institutions with means to build them, it is important to suspend 

belief in computational enchantments. GLAM professionals 

need to develop a clear understanding of prevailing norms in 

computer sciences that produce rationalizing discourses about 

the capabilities of AI systems. 

Recommendation 3: Consider future opportunities and risks 

presented by the kinds of thinking that computational methods 

promote, and how such futures might advance or degrade the 

institution’s mission. Foster opportunities and mitigate risks 

accordingly.

To explain this recommendation, we focus on two 

consequences of computational thinking: context stripping 

and seeing patterns where none exist. Both illustrate how 

datasets are always methodologically joined to human design 

and bias, as numerous critics of computer and information 

sciences have argued.87

Context Stripping
Computational analysis of real-world phenomena depends 

on simplification, or modeling, at a distance from the things 

being studied. Though some commentators refer to the 

abstraction process as an “aperture”88 or “flattening,”89 

here we describe it as “context stripping” to emphasize the 

loss of relevant information. Making data machine-readable 

means stripping it from its source, necessarily preserving 

some pieces of meaning and cutting away others by 

translating complex cultural constructs into simpler forms 

such as images, text strings, or categorical codes.90 Dataset 

development drives context stripping through processes 

such as classification and cleaning.91 As a result, the 

original contexts and communities that produced cultural 

artifacts become disordered or lost in the data. The stakes 

of this become particularly salient as AI developers rely on 

GLAM datasets to fuel emerging generative AI technologies. 

Critical AI scholars warn of risks of cultural erasure when 

generative AI simplifies or misrepresents cultural subjects.92 

This particular risk becomes visible in our examination 

of the CSV file containing The Met’s dataset. As discussed 

above, an 11th-century sculpture (Figure 1) is represented 

with a simplified title Figure in place of the museum’s 

traditional title Jain Svetambara Tirthankara in Meditation. 

This replacement strips important interpretive context from 

the digital rendition of the sculpture, potentially impacting 

a user’s experience. For example, a user looking for a figure 

in a meditation pose would not find the digital record of this 

sculpture by using the CSV file or API. A meditation pose 

may be more important to some cultures than others, which 

magnifies the import of the decision to strip away cultural 

components of the object’s description in favor of a brief 

computational text string. 

GLAM professionals should take note of the vast 

interpretive and experiential gaps that separate physical 

collections of cultural objects from their digital proxies.93 

Moreover, they should recognize that dataset analysis 

dictates the shape of these chasms by stripping auxiliary 

parts of data until they become neat, measurable packages. 

GLAM dataset development exemplifies how computational 

thinking is a form of intervention in cultural heritage, which 

elevates some aspects of cultural memory and suppresses 

others. 
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Seeing Patterns Where None 
Exist (Apophenia)

Statistical reasoning may produce outcomes not 

supported by human causal reasoning or theorization. 

Because automated systems rely on statistics when 

generating results, the reasons why are often difficult or 

impossible to explain, even by scientific experts.94 Facial 

processing technologies have perpetuated this basic 

mistake in consequential real-world applications and in 

studies of portraits.95 Yet technologists and laypeople alike 

often overlook the possibility that the machine’s decision is 

absurd or incongruous. As danah boyd and Kate Crawford 

point out: “Too often, Big Data enables the practice of 

apophenia: seeing patterns where none actually exist, simply 

because enormous quantities of data can offer connections 

that radiate in all directions.”96  

A case in point from a GLAM dataset is The Met’s Art 

Explorer.97 The purpose of Art Explorer is to create “a set of 

pathways through the artworks that would enable user [sic] to 

traverse the catalog and find interesting associations between 

the artworks.”98 It is built on Microsoft’s Cognitive Search 

technology, which performs key tasks with The Met dataset: it 

generates automated visual tags, performs object recognition 

with the images of artworks, adds to the artwork’s metadata 

by using Microsoft’s web search engine, and proposes visually 

similar artworks. 

The last of these tasks—suggesting visually similar 

artworks—may be a problematic example of claiming patterns 

where none exist. In one case described by The Met’s staff, Art 

Explorer matched Olive Trees by Vincent van Gogh (Figure 3) 

with Demons Fighting over an Animal Limb by an unknown 

artist believed to have worked in India (Figure 4).99 The AI 

system’s decision was possibly made on the basis of colors 

Figure 3. Vincent van Gogh, Olive Trees, 1889. Oil on canvas, 78 x 92 cm. The Metropolitan Museum of Art, New York, The Walter H. and Leonore 

Annenberg Collection, Gift of Walter H. and Leonore Annenberg, 1998, Bequest of Walter H. Annenberg, 2002, www.metmuseum.org. Creative 

Commons CC0 1.0 Universal Public Domain Dedication.
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and shapes, according to a published explanation by the 

museum’s general manager of collection information, Jennie 

Choi: “We would not normally associate Van Gogh’s work with 

either demons or India, but looking at both images side by 

side, we can see similarities in the color and shape of the trees 

depicted in both works.”100 Then Choi praises the machine’s 

correlations: “This is the power of AI—it can detect patterns 

not readily noticed by humans.”101 

The museum’s response to the machine’s match 

between Olive Trees and Demons Fighting exemplifies a 

key feature of Campolo and Crawford’s notion of enchanted 

determinism: proponents of an AI system use data 

abundance to forego the types of explanations that have 

long been widely expected in our scientific era, causality 

and theoretical mechanisms.102 Instead, causal explanation 

and theorization are thrown out in favor of the machine’s 

capacity to find correlations.

Though any single use of Art Explorer seems harmless, 

it lays groundwork for an apophenia similar to that found in 

computational fields wherein messy, real-world sources are 

forgotten and replaced by orderly, mathematical proxies. 

The real-world sociotechnical consequences of this include 

risks of cultural misrepresentation.103 For example, Ramya 

Srinivasan and Kanji Uchino have shown that AI scientists may 

conveniently define style in a correlative way that suits their 

algorithm’s performance, and that this inappropriate problem 

formulation may misrepresent genuine cultural forms.104 They 

cite an example of researchers who claim that their generative 

AI model can create “Ukiyo-e style” images, after a style found 

in Japanese art, by generating images with “yellowish” colors. 

They used a publicly available Wikiart dataset,105 which is 

composed of content linked to GLAM datasets, to build their 

model. However, the AI-generated images fail to represent 

other central features of Ukiyo-e works, and the AI developers 

neglect to mention that their model fails to distinguish between 

Figure 4. Unknown artist, Demons Fighting Over an Animal Limb, late 1600s. Ink, opaque watercolor, and gold on paper, 29 x 19 cm.  The Met-

ropolitan Museum of Art, New York, Gift of Doris Rubin, in memory of Harry Rubin, 1989, www.metmuseum.org. Creative Commons CC0 1.0 

Universal Public Domain Dedication



2024 | VOLUME 93.14

Ukiyo-e paintings and their copies in woodblock prints, which 

were historically mass-produced on paper. Whereas Ukiyo-e 

prints may now appear to have a yellowish support due to aging 

of the paper, Ukiyo-e paintings are a different medium with its 

own degradation and preservation issues. What this example 

shows, and what Parry has earlier articulated, is that GLAMs 

must confront the prospect of negotiating an unpredictable set 

of integrations for their digital content, and of contributing (even 

unknowingly) to AI-driven narratives that might misrepresent 

cultural histories.106

By considering how a cultural dataset can be transformed 

into a playground for faulty reasoning and cultural 

misrepresentation, GLAMs might well choose to be explicit 

about their limitations and set some guardrails as to how their 

assets may be used in the best interest of the institution and 

its public. 

Dataset Management
Putting a dataset on the internet arguably comes with 

its own responsibility measures for GLAMs, which abide 

by institutional norms for preservation of their physical 

collections that need to expand to their digital assets. 

The unbound nature of stewarding the collection is a 

meaningful point of convergence with memory institutions. 

The importance of rigorous data management has been 

identified as a key intervention to mitigate harm and 

promote accountability within AI.107 Critical researchers 

argue that datasets are long-term processes rather than 

static things,108 and that dataset management is perpetual 

work,109 giving rise to the imperative that organizations 

create dataset maintenance plans.

In an age when GLAMs undertake digital projects that 

connect to the public internet, dataset maintenance plans 

ought to account for potential uses of the dataset by 

others. For example, GLAM datasets may include digitized 

photographs of people, many of whom are no longer living, 

whose images carry cultural or familial meaning that may 

be misappropriated by certain dataset uses. AI developers 

have scraped the web for images of faces without the 

subjects’ or their families’ consent,110 and the resulting 

datasets have been used to build surveillance systems 

embedded with facial processing technology.111 In cases like 

these, observers have noted that well intentioned licenses 

for the images, such as Creative Commons licenses, fail to 

protect the subjects of these images from their likeness 

being used to develop technical systems that can be 

understood as repressive in certain contexts (such as 

authoritarian societies) and against certain groups (namely 

systematically marginalized populations). The Creative 

Commons organization’s blog emphasizes several related 

shortfalls: “CC [Creative Commons] licenses were designed 

to address a specific constraint, which they do very well: 

unlocking restrictive copyright. But copyright is not a good 

tool to protect individual privacy, to address research ethics 

in AI development, or to regulate the use of surveillance tools 

employed online.”112

Recommendation 4: Establish a dataset maintenance plan, 

including careful assessment of terms and conditions of use 

informed by the impact assessment that accounts for potential 

uses of the dataset by others.

GLAMs ought to consider restricting certain uses of the 

dataset with legal terms such as a Terms and Conditions 

agreement or end user license agreement.113 GLAMs might 

well plan to trace dataset use by requiring that individuals 

register before receiving permission to download. For example, 

the National Palace Museum of Taiwan requires individuals to 

apply for an API key before using its Open API services.114

Dataset Security
Protecting the dataset is crucial to GLAMs’ stewardship of 

cultural assets, and also to organization-wide security. Bad 

actors opposed to the mission of GLAMs might seek to attack 

their information technology systems to gain a ransom, disrupt 

operations of high-profile institutions, or gain access to systems 

of other organizations with which GLAMs work. Attackers 

might use datasets as points of entry for unauthorized access 

to systems, networks, or data related to donors, customers, 

employees, finances, operations, insurance, intellectual property, 

and more.115

Cybercriminals have realized that nonprofit organizations 

are terrific targets: many hold sensitive personal or intellectual 

property data, yet a significant portion have not conducted 

a basic risk assessment to identify vulnerabilities in their IT 

systems.116 Cybercriminals know that an organization will pay 

to recover compromised data or to avoid reputational damage. 

Their motivations can be completely unrelated to the data’s 

economic value. 

GLAMs have to make careful decisions about datasets 

connected to the internet: how to store and protect the data, 

but also who has access to it. For example, an insecure 



3.152024 | VOLUME 9INTERNATIONAL JOURNAL FOR DIGITAL ART HISTORY

MEMORY INSTITUTIONS MEET AI

API can be an easy target for attackers to obtain data, gain 

unauthorized access to computers and networks, and/or 

introduce malicious data into the API.

Recommendation 5: Emphasize the institution’s 

stewardship of the data by publicly communicating its 

commitment to cybersecurity.

Here are some things that GLAMs can do to embed their 

datasets in a public commitment to cybersecurity:

Recommendation 5a: GLAMs’ datasets ought to be evaluated 

and secured as part of the organization’s adherence to an 

internationally recognized security framework. A generally 

accepted gold standard is the U.S. National Institute of Standards 

and Technology (NIST) Cybersecurity Framework.117 The NIST 

framework provides risk assessment guidelines and is intended 

to scale with the organization’s resources.

Recommendation 5b: Get help from an organization in civil 

society or academia that helps nonprofits build capacity to defend 

against digital threats. Examples include CyberPeace Builders,118 

the Consortium of Cybersecurity Clinics,119 and Microsoft Security 

Program for Nonprofits.120

Conclusion
The design, deployment, and monitoring of GLAM datasets 

are political, cultural, social, and epistemic interventions. 

GLAMs have an opportunity to respond to critical technology 

discourse by being forthright and accountable about their 

decisions, and by offering alternatives to commercial 

paradigms that emphasize dataset development at speed 

and scale. We have suggested that, when GLAMs critically 

examine their own dataset development activities, they open 

up more possibilities for transparency through public-facing 

communication and external assessment. We offered the 

following five recommendations toward improving GLAMs’ 

critical reflection and accountability:

1. Conduct an impact assessment about interaction 
between dataset decision choices and knowledge 
paradigms or biases.

2. Produce comprehensive documentation, including 
decision provenance, of how the dataset is made. 
Make the documentation available for review outside 
the institution.

3. Consider future opportunities and risks presented 

by the kinds of thinking that computational methods 
promote, and how such futures might advance or 
degrade the institution’s mission. Foster opportunities 
and mitigate risks accordingly.

4. Establish a dataset maintenance plan, including 
careful assessment of terms and conditions of use 
informed by the impact assessment, that accounts for 
potential uses of the dataset by others.

5. Emphasize the institution’s stewardship of the 
data by publicly communicating its commitment to 
cybersecurity.

Our proposal is a call to action, focusing on the role that 

GLAMs can play in addressing sociotechnical problems. 

This set of recommendations is also an invitation for 

GLAMs to build consensus around how to implement better 

accountability mechanisms. In particular, we stress that 

our recommendations 1 and 2 will require alignment among 

GLAMs about what good impact assessment and dataset 

documentation look like. Toward that objective, we provided 

some ideas to explore:

• In the impact assessment and public-facing 
documentation, include information about consultation 
with domain experts and stakeholder groups to 
explore how classifications affect user experience and 
community representation.

• In the impact assessment and public-facing 
documentation, record assumptions and procedures for 
data cleaning.

• If annotation will rely on crowdsourced labor, document 
why in the impact assessment and public-facing 
documentation, and create a record of the annotation 
process, including sociodemographic information about 
annotators, in order to situate the resulting dataset.

There is no tidy formula for responsible dataset development 

in any sector. Memory institutions that take the lead on 

building better accountability would not only have a chance 

to respond to existing technology discourse and practice—

they would also promote GLAMs’ leadership on sociotechnical 

problems in the age of AI that affect public service, industry, 

academic, and government organizations alike. We urge memory 

institutions to go beyond the familiar question “What can AI do for 

GLAMs?” by pursuing the more underappreciated inquiry, “What 

can GLAMs do for AI?”
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