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Abstract

The aim of this article is to provide a concise and comprehensible technical documentation of the eAQUA tool "explorative search" for students and scholars of classical and ancient studies. So in plain terms it shall be described what kind of information the user obtains, how this information is generated and which conclusions might be drawn from it. This pattern has been implanted in the composition of this technical documentation, which consists of four parts. First the functionality is on focus followed by the description of the results and thirdly by the definition of these results. To round it off the fourth part will show the analysis of these results and give possibilities to interpret them for a subsequent integration into the further work.
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The following scheme depicts the tripartite structure of the documentation together with an overview of all functions of the explorative search.

1. Functionality

At the very beginning the users shall enter a word in which they are interested. To be able to optimally observe the possibilities of the method it is advisable to chose a word that bears already some familiarity.

Example: Ἐλλάνικος

It is possible to enter the word in Unicode with diacritics or without. The software will combine all possibilities in which the word appears inside the corpus no matter if the word is written upper case or lower case, contains diacritics or not. Furthermore a Greek word might
be looked up when it has been typed in BetaCode. The latter being a Latin transcription of the Greek alphabet. The picture on the right hand showing the keyboard layout aims to aid transcribing. Some examples of different methods entering the word would be

The next obligatory step is selecting the corpus in which the word should be analysed. There are several corpora available. For the example Ἐλλάνικος shall be analysed in the Greek literary texts, so "TLG" would be appropriate.

Example: TLG

Then, clicking on the "Search"-Button will initiate the analysis provided that the word is found in the corpus. Possible reasons for a non-detection will be discussed further below. Next the screen gets enlarged providing the results of the analysis. In Fig. 2 the whole page is depicted and the results are denoted orderly.
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Fig. 2: page with the results
2. Description of the results

Word  Ἑλλάνικος (8231)
Number of occurrences 688
Class of frequency 13
Words with same normalised form: Ἑλλάνικος (688), Ἑλλάνικος (66), Ἑλλανικός (3), Ἑλλανικός (2);

Words with same base form: Ἑλλάνικος (688), Ἑλλάνικος (66), Ἑλλάνικος (43), Ἑλλάνικος (38), Ἑλλανικος (10), Ἑλλανικος (9), Ἑλλανικοί (1), Ἑλλάνας (1), Ἑλλανικος (1);

Fig. 3: basic statistical information of the word Ἑλλάνικος

Fig. 3 shows that the results of the explorative search can be grouped into four categories:

I) statistical information concerning the looked up word,
II) paradigmatic context of the looked up word,
III) syntagmatic context of the looked up word,
IV) a selection of instances including the looked up word that might be expanded.

Generally two types of values appear in brackets behind a word in the output: the first type consists of integral numbers mostly indicating a frequency in the corpus, the second concerns values between 0 and 1 that indicates a measure of similarity.

I) The statistical information

The values are always to be seen in relation to the selected corpus. "Word" contains the word itself with a bracketed integral number, in this case giving a biunique value for the word as an internal reference.

Example: Ἑλλάνικος (8231)

"Number of occurrences" states how often a word appears in the whole corpus.

Example: 688

"Class of frequency" states the power of relation of the most frequent word of the corpus with the looked up word.

Example: 13

The most frequent word inside the TLG corpus 'καί' appears 213 (which equals 8192) times more often than the looked up 'Ἑλλάνικος', the latter having a frequency of 688, the former a frequency of 4.022.447.

"Words with same normalised form" states all other appearing words which are found to be similar with the looked up word but have a different notation e.g. they contain capital letters or have a diacritic in a different position. These words are treated generally as independent forms.

"Words with same base form" states all other appearing words that have been found to share the same base form with the looked up word, so that the different grammatical cases are covered. They are treated generally as independent forms.

II) The paradigmatic context

The paradigmatic context is represented by "Words with similar context".
The indicated value of similarity is computed in relation to the looked up word. All words seeming to bear some analogy to the looked up word are given, because their co-occurrence profile is in some way similar. The results are sorted by similarity, starting with the most similar form.

Example: Ἐφορος (0.23)

III) The syntagmatic context

The visualisation as a word net and the lists of significant co-occurrences and significant neighbours show the syntagmatic context triply. The position in relation to the looked-up word forks additionally the significant cooccurrences as well as the significant neighbours.
a) The word net

The word net consists of significant co-occurrences of the looked up word. The significance is indicated by proximity using a graph-layout, which is driven by a force-based algorithm.

The mouse-over gesture changes the color of the affected item as well as its co-occurrences and uncovers direct connections inside the word net easily.

Using the click-and-hold gesture it’s possible to move any item around. If the dynamic mode is activated the graph will automatically be re-laid out. The button is located in the upper right corner.

The users select the significance measure in the drop down menu in the upper left corner. The ‘Significance’ slider next to it is a boundary marker for the significance measure. The word net only displays the values between the two sliders. With the slider on the right side the users choose a limit for the so-called ‘Function words’. If it’s set to ‘zero’ all function words are to be displayed, if it’s set to 1000, the 1000 most frequent words of the corpus are to be dropped out. The setting ‘zero’ for example, displays all function words, whereas the setting ‘1000’ leaves the 1000 most frequent words of the corpus out.

b) Significant co-occurrences

The hundred most significant co-occurrences are displayed here. Their significance is computed using the log-likelihood measure. The most significant co-occurrence is displayed first,
the least significant last. The bracketed figures indicate the number of co-occurrences with the looked up word.

Significant co-occurrences of Ἑλλάνικος

Example: φησιν (115)

There are 115 sentences in the corpus containing 'φησιν' along with Ἑλλάνικος'.

b 1) Significant left co-occurrences

The list shows the hundred most significant co-occurrences of the looked up word that appear in the sentence left to it. Their significance has been computed using the log-likelihood measure. The most significant co-occurrence is displayed first, the least significant last. The bracketed figures indicate the number of co-occurrences with the looked up word.

Significant left co-occurrences of Ἑλλάνικος

Example: φησιν (72)

There are 72 sentences in the corpus that have 'φησιν'somewhere left of Ἑλλάνικος'.

b 2) Significant right co-occurrences

This list shows the hundred most significant co-occurrences of the looked up word that appear in the sentence right to it. Their significance has been computed using the log-likelihood measure. The most significant co-occurrence is displayed first, the least significant last. The bracketed figures indicate the number of co-occurrences with the looked up word.

Significant right co-occurrences of Ἑλλάνικος

Example: φησιν (45)

There are 45 sentences in the corpus that have 'φησιν' somewhere right of Ἑλλάνικος'.

Fig. 6: List of the hundred most significant co-occurrences of Ἑλλάνικος

Fig. 7: List of the hundred most significant co-occurrences of Ἑλλάνικος appearing in the sentence before it

Fig. 8: List of the hundred most significant co-occurrences of Ἑλλάνικος appearing in the sentence after it

Example: φησιν (115)

There are 115 sentences in the corpus containing 'φησιν' along with 'Ἑλλάνικος'.

b 1) Significant left co-occurrences

The list shows the hundred most significant co-occurrences of the looked up word that appear in the sentence left to it. Their significance has been computed using the log-likelihood measure. The most significant co-occurrence is displayed first, the least significant last. The bracketed figures indicate the number of co-occurrences with the looked up word.

Significant left co-occurrences of Ἑλλάνικος

Example: φησιν (72)

There are 72 sentences in the corpus that have 'φησιν'somewhere left of Ἑλλάνικος'.

b 2) Significant right co-occurrences

This list shows the hundred most significant co-occurrences of the looked up word that appear in the sentence right to it. Their significance has been computed using the log-likelihood measure. The most significant co-occurrence is displayed first, the least significant last. The bracketed figures indicate the number of co-occurrences with the looked up word.

Significant right co-occurrences of Ἑλλάνικος

Example: φησιν (45)

There are 45 sentences in the corpus that have 'φησιν' somewhere right of Ἑλλάνικος'.
c) Neighbourhood co-occurrences

The neighbourhood co-occurrences fork into significant left and right neighbours.

c 1) Significant left neighbours

The list shows the hundred most significant left neighbours of the looked up word. The significance has been computed using the log-likelihood measure. The most significant left neighbours displayed first, the least significant last. The bracketed figures indicate the number of left neighbourhood co-occurrences of the looked up word.

Significant left neighbours of Ἑλλάνικος

Example: φησιν (60)

There are 60 sentences in the corpus that have 'φησιν' as the left neighbour of 'Ἑλλάνικος'.

c 2) Significant right neighbours

The hundred most significant right neighbours of the looked up word are listed here. The significance has been computed using the log-likelihood measure. The most significant right neighbour appears in the first position, the least significant in the last. The bracketed figures indicate the number of right neighbourhood co-occurrences of the looked up word.

Significant right neighbours of Ἑλλάνικος

Example: ἐν (156)

There are 156 sentences in the corpus that have 'ἐν' as the right neighbour of 'Ἑλλάνικος'.

3. Definition of the results

In order to make the results understandable successively will be defined in the following paragraph a) basic definitions, b) syntagmatic relations, c) paradigmatic relations, d) the significance measure and e) the word net.

a) Basic definitions

It's obligatory to understand the general and elementary structural relations between two linguistic tokens like phonemes, morphemes or words when using methods derived from the natural language procession, where mainly statistics of texts are computed and evaluated. This understanding derives from the linguistic structuralism.

Definition: The local context of a token is the set of tokens with whom together its appearing in one sentence.
Local context relates to the concept of sentence and is therefore limited to the linguistic level of sentences.

Example: Έλλανζος ἐν Ἀἰγυπτιακῷς οὕτως γράφει (FHG I 66):

If Έλλανζος' is the looked up word then its local context consists of -‘ἐν’; -‘Αἰγυπτιακῷς’; -‘οὕτως’; -‘γράφει’; -‘FHG’; -‘I’; -‘66’.

b) Syntagmatic relationship

Definition: Two tokens are in syntagmatic relation, when they occur together. That means at least one local context exists that contains both tokens.

Example: Έλλανζος ἐν Ἀἰγυπτιακῷς οὕτως γράφει (FHG I 66):

The two tokens Έλλανζος’ and γράφει are in a syntagmatic relation, because they appear together in at least one sentence. The joint appearance of two tokens in a local context is also called co-occurrence.

Definition: Two words are in a statistically syntagmatic relation, if they are in a syntagmatic relation that is statistically significant, quasi their joint appearance is not casually pertaining to a yet to be defined significance measure.

Example: Έλλανζος ἐν Ἀἰγυπτιακῷς οὕτως γράφει (FHG I 66):

The token Έλλανζος’ appears 688 times in the TLG corpus. The token ‘ἐν’ appears 783.892 times in the TLG corpus. These tokens appear jointly in one sentence 270 times. Therefore the high frequent token ‘ἐν’ appears in 39 % of all sentences containing ‘Έλλανζος’. This is statistically significant. In contrast to this the token ‘Έλλανζος’ appears only in 0.03% of all sentences containing ‘ἐν’, therefore not being statistically significant. One can conclude that for the token Έλλανζος’ the co-occurrent ‘ἐν’ is significant while for the token ‘ἐν’ the co-occurrent Έλλανζος’ lacks statistical significance.

c) Paradigmatic relationship

Definition: The global context of a token can be defined as the set of all those tokens that have a syntagmatic statistical relationship to it.

Example: Έλλανζος

The global context of Έλλανζος contains all its significant co-occurrences (the hundred most significant are given):

φησιν (115); Δευκαλιωνείας (29); F (59); Ἱερεῖων (22); ἱστορεῖ (46); ἐν (270); Ἀηθίδος (26); %Ν% (128); Δέξιος (16); πρώτῃ (27); ὠς (40); φησι (47); FGrHist (17); J (17); Ἀκοισίλας (14); ὠς (153); Περακτίκος (15); Ἐφορος (17); 323α (9); Τρισκόν (13); Ἐκατάσιος (18); Ἡρας (18); Fg (17); Δέξιος (7); τῆ (26); σ (35); τόλος (34); β (25); τῶ (26); Ἀἰγυπτιακός (9); δὲ (285); Ἀγραύλου (8); Ἀλκιππίνη (8); FHG (15); Ἱερεῖων (8); Ἡρακλέος (16); καθὰ (15); βιασάμενον (8); Φερεκύδης (11); αὐτὴν (23); Στεφανηφόρου (6); καλιωνεία (5); Δυμβριές (5); Ἡσίοδος (8); Ἀλιφριάθου (7); Βατείας (6); φησι (31); Ἀσφιακών (5); πρώτῃ (18); δευτέρῃ (16); Ἡρόδοτος (13); Σκυθικοί (6); Παντακλέους (5); Κέκροπος (8); Δεῦ (6); ζήσαντας (6); ἔπηξε (7); I (17); ἰδιοστολὸν (5); Φορονάδος (5); Λαμπτῶνον (5); Μουνύχου (5); ἀπέκτεινα (11); Λεωγόρου (5); Καρνεονίκας (4); καταπεταθέν (4); Δυμβρίος (4); Δαφέρην (4); ὄνομάσσαι (9); Βάτειαν (5); Θεταλικώς (5); Ἡθελέα (8); Ποσειδάνιος (11); πόλιν (27); Τυρώριζαν (4); ἀτό (69); Ναξίους (5); ἱστορίας (8); Ἡθούς (4); Περισκή (6); πτειανώτερα (5); Ἀμαζόνια (5); Βοιωτιακοί (4); Κολαϊνός (4); Θεωριδός (4); Ἰνδικά (5); ά' (18); ἔξομολογεῖτα (5); διαιστειφωνκέ (4); συγγράμμαντες (5); Ἀκέλην (3); Λαμπτωνίους (3); Τριστό (3); Φοίση (3); Καβησσόν (3); Ακέλου (3); Βέμβινον (3); Φοῖσεύς (3); Φρίκανεϊς (3); Πρόξενος (5).

The global context of Εφορος contains the following tokens:
The simplest measure is the word frequency. It is motivated by the principle of contiguity and focuses on the joint frequency of A and B and so, is a heuristic combination of the observed joint and marginal frequencies. The value of the computed significances is questionably sensitive to strong directional associations meaning that almost all occurrences of a word A co-occur with a word B as e.g. when dealing with idioms. So the word net would display mainly 

There are 21 tokens co-occurring both with ' Ephoros' and with ' Ellánikos' .

The amount of correspondences suffices to define both contexts as similar as they are beyond a set threshold.  

d) Significance measures

There are different measures to reckon the significance of a co-occurrence. These measures are called association measures as they interpret co-occurrence frequency data. For each acknowledged pair of words (co-occurrence) in the corpus the software has been computed an association score. Hence all measures consist of a different mathematic formula, some measures are heuristic and some are based on statistical hypothesis tests. The results or association scores computed by the measures cannot be compared directly.

The simplest measure is the word frequency. It is motivated by the principle of contiguity and focuses on the joint frequency of A and B and so, is a heuristic combination of the observed joint and marginal frequencies. The value of the computed significances is questionably sensitive to strong directional associations meaning that almost all occurrences of a word A co-occur with a word B as e.g. when dealing with idioms. So the word net would display mainly co-occurrences consisting of occurrences that occur almost always together.

2 Church & Hanks (1990), Evert (2005).
Log-likelihood has been used to compute the significance of the co-occurrences in the lists as its results are seen to correspond much closer to a true significance than the other measures. As stated above it is generally assumed that the occurrence of a word is independent of the occurrence of another word (statistical independence). Every language follows certain patterns, like the use of idioms that yields fixed co-occurrences. In case of low frequent co-occurrences, the assumption of statistical independence will give no reliable results, as the difference between the observed amount of co-occurrences and the estimated amount of the co-occurrences could be substantial enough to infer that the co-occurrence is significant while it is not. Therefore a statistical hypothesis test is performed comparing the observed co-occurrences and sample distributions in order to check, whether the observation is an unlikely outcome of the sample. A problem is the definition of 'unlikely'. The Log-likelihood ratio test takes into consideration that preferences (e.g. idioms) in the use of a language interfere with the assumed statistical independency that declines in relation to the distance between the co-occurrence and the looked up term and so defines the observations and expectations by two independent binomial distributions. This is an approximation to the Zipf-distribution. In contrast to the chi-squared test it has no explicit ranking of contingency tables but derives the ranking from the sampling distribution.\(^4\)

The Local mutual information measure corresponds to the contribution of a co-occurrence to the total average mutual information of the corpus. It scales the mutual information measure with the co-occurrence frequency as a rough indicator of the amount of evidence provided by the co-occurrence.\(^5\)

The chi-squared test is displayed as 'X^2' in the menu. Like the Log-likelihood ratio test it is an asymptotic hypothesis test that can deal with rather extreme outcomes. Both tests differ in the way they compute the sample distribution, as the test statistic of the chi-squared test is based on the comparison of the observed frequencies with the expected frequencies under the point null hypothesis of independence. It does not take the Zipf-distribution of words into consideration and fails on outliers.\(^6\)

To sum it up, there is no 'right' significance measure. It's up to the users and their experience with the tool to know what they want to see and what not.

\(e)\) The word net

The graph depicting the word net is a visualisation of the syntagmatic relations. It can be defined as a graphic of the significant co-occurrences of a word. The co-occurrences are displayed as nodes being connected through edges representing the significance. In this way a net-like structure is formed as the co-occurrences are connected with each other depending on their occurring. In order to increase the usability of the network, like avoiding the overlay of two nodes, the graph is driven by a force based layout manager. Under the assumed basic condition that any node pushes off the others, the significance of co-occurrence of the two related nodes tightens their connectivity. The result is a word net where non-significant nodes are as far away as possible from each other and at the same time as close as possible to their significant co-occurrences.

4. Interpretation of the results

In this paragraph ways are shown how the users can interpret their results in connection with the instances. So, for example, questions like 'How can I include paradigmatic and syntagmatic relations along with left and right neighbours and the word net in my research?' will be answered.

\(a)\) Paradigmatic relations

\(^4\) Dunning (1993); Evert (2005).
\(^5\) Evert (2005).
\(^6\) Evert (2005).
De Saussure called paradigmatic relationships between linguistic elements ‘associative’ relationships, because they represent the relationship between individual elements in specific environments with such elements in the memory that can potentially replace them. Paradigmatic relationships are based on the criteria of selection and distribution of linguistic elements, and are, for example, the basis for establishing the phoneme inventory of a language through the construction of minimal pairs, the replacement of sounds in an otherwise constant environment, which leads to a difference in meaning. Elements that have a paradigmatic relationship can potentially occur in the same context but are mutually exclusive in an actual concrete context because they stand in opposition to one another. Therefore it’s often impossible to discover them by just looking at the instances. So, the instances containing two linguistic elements that are determined to have a paradigmatic relationship have to be compared in order to see the evidence.

Example: Based on the example of 3 c), the paradigmatic relationship between Ἐλλάνικος and Ἐφορος in the TLG-E corpus, three instances for each form are shown that contain one of the 22 significant co-occurrences, which they have in common.

Ἕλλανικὸς

sentence 1: Ὅμηροι δια γένος ἐν Χίῳ, ὀτερ ἄκουσίλας ἐν <γ> (2 F 2), Ἐλλάνικος ἐν τῇ Ατλαντιδί ὁτὸ τοῦ ποιητοῦ φησιν ἀνομάθαι. (FGrHist 4 F 20 line 1-3)

sentence 2: δὲν ἢ πόλις Θώνις ἄνομασται, ὡς ἱστορεῖ Ἐλλάνικος. (FGrHist 4 F 20 line 5)

sentence 3: ἢ ὅτι ἐπηκε σῶ τὸ δόρον ἐκεῖ ὁ Ἀρτι ἐν τῇ πρὸς Ποσειδώνα υπέρ Ἀλκίππον δίκη, ὅτε ἀπέκτεινεν αὐτῶν βιωσόμενον ἀλκήττην τὴν αὐτοῦ καὶ ἄγραυλο τῆς Κέκροπας θυγατρός, ὡς φησιν Ἐλλάνικος <ἐν> α’ (FGrHist 4 F 38 et 323a F 1).

Ἕφορος

sentence 1: πόλις ἐστὶ τῆς Τρωάδος Κεβρῆν, Κυμαίων ἄποκικα, ὡς φησιν Ἐφορος ἐν α’. (Harpocratie p. 172 line 13-14)

sentence 2: Ἐφορος μὲν οὖν φησιν (FGrH 70 F 219), ὡς ἀληκομένης τῆς νεῶς ἐαυτὸν ἀνέλαι, Τημυνίδης δὲ, πραπτούντας εἰς ἀρχῆς ταῖς πράξεις ταῦτας μετὰ Δίωνος παραγενόμενος καὶ γράφων πρὸς Ἐπεισίππον τὸν φιλόσοφον, ἱστορεῖ (FGrH 561 F 2) ζώντα ληφθῆναι τῆς τριήμερος εἰς τὴν γῆν ἐκτευουσάς τὸν Φιλίστον: (Plutarchus Dion 35 4-5)

sentence 3: ἀπὸ τοῦ πεμφθέντος ύπό τοῦ Κρόισου ἐπὶ ξενολογίαν μετὰ χρημάτων, ὡς φησιν Ἐφορος, ἔτα μεταβαλλομένου πρὸς Κύρων. (Suda epsilon 3718a Adler line 1-3)

Exceptions: Under certain circumstances two normally not combinable linguistic elements like those having a paradigmatic relationship may occur, nonetheless, together in one sentence. In case of two proper names like Hellanicus and Ephorus this is undoubtedly possible.

Example: περίέργος δ’ ἂν εἴην ἐγὼ τοὺς ἕμων μᾶλλον ἔπισταμε νους διδάσκων ὥσα μὲν Ἐλλάνικος ἄκουσίλδω περεὶ τῶν γενεαλογιῶν διαπεριφυνηκέν, ὥσα δὲ διορθοῦται τὸν Ἑοίδον ἄκουσίλας, ὡς δὲ τρόπον Ἐφορος μὲν Ἐλλάνικον ἐν τοῖς πλείστοις ψευδόμενον ἐπιδείκνυσιν, Ἐφορον δὲ Τίμαιος καὶ Τίμαιον ὀ με’ ἐκείνων γεγονότες, ἡρὸδοτον δὲ πάντες. (Flavius Josephus Contra Apionem 1.16-17)

Interpretation: Ἐλλάνικος as well as Ἐφορος are proper names. Additionally, they seem to have a paradigmatic relationship. The kind of this relationship can be made understandable, when their common significant co-occurrences are further investigated. Even in those six examples above one can easily see in a rather similar manner "ΧΥ φησιν..." ("XY says...") or "ὡς φησιν XY ἐν..." ("as XY says in...") that authors are mentioned by their ancient colleagues. As the works of both authors Hellanicus as well as Ephorus are lost to us, these citations are the only remains left nowadays. So, the way they are cited is a very significant criterion for them. Their common significant co-occurrences ’ὡς’, ’φησιν’ and ’ἐν’ reveal this feature. Other com-

---

2 de Saussure, F. (1916).
mon significant co-occurrences like 'ἱστορεῖ' or 'πόλις' show they were both historians who wrote at some point about cities. In our exception case they were cited in one sentence, because that witness was narrating about the relationship between the historians.

In linguistics, paradigmatic relationships can be determined by several types:

- synonymy - the relationship of the same or nearly the same meaning indicated by partial or total synonymy,
- hyponymy - the relationship of an inclusive meaning,
- opposition - the relationship of opposite meanings, which might be further diversified into antonymy, directional opposition, complementarity, heteronymy, incompatibility and conversity,
- semantic field - small semantic fields might be constituted by antonyms, directional oppositions and complementary expressions, whilst large semantic fields might be constituted by taxonomies and mereologies.

In the example Ἐφορος and Ἑλλάνικος have a similarity of denotation as both are 'cited historians' though they are not synonym. Therefore, they belong to the same (large) semantic field as they are inside a taxonomy, the hyponyms of 'cited historian'.

b) Syntagmatic relations

The syntagmatic relation of two terms suggests their common occurrence within the same syntagma and makes a relation of meaning obvious. In the method that is discussed here, the syntagmatic relationship is determined by the significance of the co-occurrences. The more significant a co-occurrence is, the more obvious is the syntagmatic relationship. Based on the general quantity of occurrences of each co-occurrence and the common occurrences, as well as their tf-idf weight\(^8\), the explorative search method makes a selection of syntagmatic relations. Thus, the significance can be determined by selecting the significance measure, which is only possible in the graphical word net representation. The method shows therefore only the most important relationships of meaning of a term. This allows the quick and rough overview of the relationship of meanings of any word by means of his most significant co-occurrences.

b 1) The word net

Based on the distance between the nodes, the graph represents the significance of co-occurrences. The closer the terms are arranged, the more significant is their relationship. Occasionally, the word net yields another important feature displaying the ambiguity of the looked up term. This is possible when the meanings are so ambiguous that on one hand the co-occurrences belonging to a certain meaning are very narrowly arranged and on the other hand the distance to the co-occurrences that belong to other meanings are far enough away, so they can be clearly distinguished. A meaning would appear then as a nucleus or a cluster on the periphery of the word net.

b 2) Significant co-occurrences

The significance of the listed terms has been computed using the log-likelihood measure. According to the results the most significant term is on the first position followed subsequently by the next 99 significant terms. This group of terms constitutes a selection of contexts for the looked up word. The kind of context can vary a lot, depending largely on the corpus. It is a fundamental rule, to look in the given instances for the sentences containing the co-occurrence in focus, in order to read a meaningful interpretation of the result. Through this further details of the co-occurrence can be revealed. Why the co-occurrence is so significant, should always be a mandatory question.

---

\(^8\) Tf-idf (term frequency–inverse document frequency) is a statistical measure that is used in order to estimate the importance of a term within a document or a corpus, cf. Salton (1989).
The lists of left and right significant co-occurrences dissociate further the co-occurrences according to their position in the sentence in relation to the looked up term. As the word order in classical languages is looser than in modern languages, it seems less meaningful. However, many idioms exist that have a fixed word order and can be perfectly analysed using these lists - it depends on the problem and matters of the individual researcher. Inversely, idioms can be recognised, if a fixed word order is obvious through examining these lists.

b) Left and right neighbours

The co-occurrences listed here are ordered by their significance. Words frequently occurring in an immediate proximity often have a special relationship. This relation highly depends on the part of speech taken by the looked up word. In case of nouns, this could be articles, possessive pronouns or, as it is common in ancient Greek, an adjective being inserted between the article and the noun, yielding a direct reference to the latter. Also, other nouns regularly having a direct reference to the looked up noun, can appear here, as it is very common in case of names, for example. There are many further instances where the immediate proximity of two terms is crucial for their relationship, as in case of measurements the figure and indication of measurements. Because of the loose word order, it is again mandatory to clarify the indications given by the neighbour listings with the instances.
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