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#### Abstract

Solving Time Constrained Optimal Power Flow problems (TCOPF) is a major task for determining optimal extensions of a given power grid. When employing any gradient based optimization algorithm such as Interior Point Method or Sequential Quadratic Programming for TCOPF, the main computational effort lies in the solution of large and coupled linear systems. Even for medium-sized electrical networks and time periods in the range of a few days, these systems can contain several millions of equations. The corresponding matrix is block tri-diagonal with non-diagonal blocks corresponding to intertemporal couplings. In our work, we exploit this fact by using Schwarz preconditioning techniques in combination with iterative Krylov subspace methods such as GMRES for solving linear systems in parallel. We propose a way of applying these domain decomposition methods in context of TCOPF problems and present numerical experiments that illustrate their behaviour on two benchmark problems.


## 1 Introduction

In many countries the energy sector continues to undergo substantial changes. For instance, the expansion of decentralized renewable energy sources requires to extend existing transmission grids which have been designed for centralized and controllable power production in conventional power plants. Determining such an optimal grid extension leads to a large-scale mixed-integer optimization problem and includes finding optimal operating states for given power grids over a given time period.

The problem of finding an optimal operating state over a specific time period is known as dynamic Optimal Power Flow or time constrained Optimal Power Flow (TCOPF) [20]. Since TCOPF itself is a large-scale nonlinear optimization problem, solving it on a parallel computer architecture is of crucial importance.

In this context, Interior Point Methods (IPM) have proven to be one of the most powerful optimization algorithms, because their number of iterations to obtain convergence is rather insensitive to the problem size. Moreover, the main computational effort when applying IPM lies in the solution of linear systems of equations which is a suitable task to be carried out on many parallel processors.

There exist a few works on parallel solution of linear systems that arise from IPM applied to TCOPF. One such approach is based on parallel LU-factorizations by means of Schur complement techniques [8], [20]. Other strategies use Benders Decomposition to decompose the complete optimization problem into smaller ones [1].

In this work, we propose the use of Schwarz Domain Decomposition Methods as a preconditioner for Krylov-type iterative methods for solving linear systems in parallel. We apply these techniques by decomposing the time period into several smaller sub-domains, allowing the use of multiple computing processors. All modifications are done on an algebraic level and do not disturb the convergence behaviour of the underlying IPM algorithm. Furthermore, iterative linear solvers allow the use of Inexact Interior Point Methods which may significantly reduce the overall computational effort.

On the basis of two benchmark problems, we show that our method can achieve a significant speedup compared to sequential and parallel direct solvers. However, the standard Schwarz method suffers from the well-known increase in Krylov iterations for an increasing number of processors. To remedy this issue, we propose a two-level method and numerical experiments indicate that this method is capable of conserving a stable number of iterations.

This paper is structured in the following way: In section 2 we state the TCOPF problem and the application of a suitable IPM. Further, we briefly describe the structure of the arising linear systems. In section 3.1 we propose a Schwarz method for solving these linear systems in parallel. In section 3.2 and 3.3 we formulate an extension of the previously defined method, leading to the concept of Multilevel Methods. In section 4, we investigate the numerical behaviour of our methods based on two test cases. We summarise our results in section 5 .

## 2 Time Constrained Optimal Power Flow

In this section we begin with formulating the TCOPF problem we want so solve. Afterwards a common way of solving this nonlinear optimization problem by means of IPM is presented. In the last subsection we give a short description of the linear systems arising in every IPM-iteration.

### 2.1 TCOPF Formulation

We consider a power grid of $N_{\mathcal{B}}$ nodes denoted by $\mathcal{B}:=\left\{1, \ldots, N_{\mathcal{B}}\right\}$ and $N_{\mathcal{E}}$ transmission lines denoted by $\mathcal{E} \subset \mathcal{B} \times \mathcal{B}$ with corresponding admittance matrix

$$
Y=G+j B \in \mathbb{C}^{N_{\mathcal{B}} \times N_{\mathcal{B}}} \text { with } G, B \in \mathbb{R}^{N_{\mathcal{B}} \times N_{\mathcal{B}}} \text { and } j=\sqrt{-1} .
$$

Note that $Y=Y^{T}$ and $Y_{k l} \neq 0$ if and only if there is a transmission line connecting node $k$ and $l$, i.e., $k l \in \mathcal{E}$. Therefore, $Y$ is a sparse matrix for most real world power grids.

The complex voltage at every node $k \in \mathcal{B}$ is given by

$$
V_{k}=U_{k} \exp j \Theta_{k},
$$

with voltage amplitude $U_{k}$ and voltage phase angle difference $\Theta_{k}$ between node $k$ and the reference node 1 , i.e., $\Theta_{1}=0$.

Furthermore, let $\mathcal{P}:=\left\{1, \ldots, N_{\mathcal{P}}\right\}$ and $\mathcal{Q}:=\left\{1, \ldots, N_{\mathcal{Q}}\right\}$ denote the set of active and reactive power injection processes, respectively. For every $l \in \mathcal{P}, P_{G, l}$ is the variable of active power injection and for every $l \in \mathcal{Q}, Q_{G, l}$ is the variable of reactive power injection. Every power injection process is assigned to a specific node by means of power injection matrices $C_{P} \in \mathbb{R}^{N_{\mathcal{B}} \times N_{\mathcal{P}}}$ and $C_{Q} \in \mathbb{R}^{N_{\mathcal{B}} \times N_{\mathcal{Q}}}$ with

$$
\begin{aligned}
& \left(C_{P}\right)_{k l}=\left\{\begin{array}{l}
1, \text { active power of process } l \text { is injected at node } k \\
0, \text { else }
\end{array}\right. \\
& \left(C_{Q}\right)_{k l}=\left\{\begin{array}{l}
1, \text { reactive power of process } l \text { is injected at node } k \\
0, \text { else }
\end{array}\right.
\end{aligned}
$$

Denoting the active and reactive power load at node $k \in \mathcal{B}$ with $P_{D, k}$ and $Q_{D, k}$ respectively, the AC power flow equations read [18]

$$
\begin{align*}
C_{P} P_{G}-P_{D}-P_{F}(U, \Theta) & =0 \in \mathbb{R}^{N_{\mathcal{B}}}  \tag{2.1}\\
C_{Q} Q_{G}-Q_{D}-Q_{F}(U, \Theta) & =0 \in \mathbb{R}^{N_{\mathcal{B}}} \tag{2.2}
\end{align*}
$$

with

$$
\begin{aligned}
P_{F, k}(U, \Theta) & =\sum_{l=1}^{N_{\mathcal{B}}} U_{k} U_{l}\left(G_{k l} \cos \Theta_{k l}+B_{k l} \sin \Theta_{k l}\right), k \in \mathcal{B} \\
Q_{F, k}(U, \Theta) & =\sum_{l=1}^{N_{\mathcal{B}}} U_{k} U_{l}\left(G_{k l} \sin \Theta_{k l}-B_{k l} \cos \Theta_{k l}\right), k \in \mathcal{B}
\end{aligned}
$$

where $\Theta_{k l}=\Theta_{k}-\Theta_{l} . P_{F, k}$ and $Q_{F, k}$ can also be written in terms of active and reactive power flow $p_{k l}, q_{k l}$ over all lines incident to node $k$ :

$$
\begin{aligned}
P_{F, k}(U, \Theta) & =\sum_{l \neq k, Y_{k l} \neq 0} p_{k l}\left(U_{k}, U_{l}, \Theta_{k}, \Theta_{l}\right), \\
Q_{F, k}(U, \Theta) & =\sum_{l \neq k, Y_{k l} \neq 0} q_{k l}\left(U_{k}, U_{l}, \Theta_{k}, \Theta_{l}\right)
\end{aligned}
$$

Equation (2.1) can be seen as balance equation where the difference $\left(C_{P} P_{G}-P_{D}\right)_{k}$ of injected and extracted power at node $k$ equals the power flow $P_{F, k}$ to all nodes adjacent to $k$. This is a direct consequence of Kirchhoff's circuit law. The same holds for (2.2).

In the following we rewrite equations $(2.1),(2.2)$ as

$$
\begin{equation*}
A C\left(\Theta, U, P_{G}, Q_{G}, P_{D}, Q_{D}\right)=0 \tag{2.3}
\end{equation*}
$$

With this definitions at hand, we can formulate the Optimal Power Flow (OPF) problem [7]:

$$
(O P F)\left\{\begin{aligned}
& \min _{\Theta, U, P_{G}, Q_{G}} f\left(\Theta, U, P_{G}, Q_{G}\right) \text { s.t. } \\
& A C\left(\Theta, U, P_{G}, Q_{G}, P_{D}, Q_{D}\right)=0 \\
& \Theta_{1}=0 \\
& p_{k l}^{2}(U, \Theta)+q_{k l}^{2}(U, \Theta) \leq S_{k l}, \quad \forall k \neq l \in \mathcal{B}, Y_{k l} \neq 0 \\
& U_{\min } \leq U \leq U_{\max } \\
& P_{G, \min } \leq P_{G} \leq P_{G, \max } \\
& Q_{G, \min } \leq Q_{G} \leq Q_{G, \max }
\end{aligned}\right.
$$

Here, $\leq$ is understood componentwise and $U_{\min }, U_{\max }, P_{G, \min }, P_{G, \max }, Q_{G, \min }, Q_{G, \max }$ are lower and upper bounds for node voltages and injected power, respectively. $S_{k l}$ denotes the upper limit for the power flow over transmission line $k l$.

The cost function $f$ accounts for costs of generated active power (e.g., in $\$$ per MWh) and has the form [7]

$$
f\left(U, \Theta, P_{G}, Q_{G}\right)=\sum_{l \in \mathcal{P}} a_{l 2} P_{G, l}^{2}+a_{l 1} P_{G, l}, \quad a_{l 2}, a_{l 1} \geq 0, a_{l 2}+a_{l 1}>0
$$

The optimization problem $(O P F)$ can be interpreted as finding the operation state of minimal generating costs for a given power grid described by the admittance matrix $Y$ at a single point in time with current power load $P_{D}, Q_{D}$.

In contrast to OPF, TCOPF states the problem of finding an optimal operation state over a given time period instead at a single point in time. To be more precise, let $0=T_{1}<T_{2}<\ldots<T_{N_{T}}=T$ denote a uniform partition of a time period of interest $[0, T]$ with constant step size $\tau=T_{t}-T_{t-1}$. To every time step $T_{t}$ one can assign a vector of corresponding optimization variables $x^{t} \in \mathbb{R}^{n^{x, t}}$ with

$$
x^{t}=\left(\begin{array}{c}
\Theta^{t} \\
U^{t} \\
P_{G}^{t} \\
Q_{G}^{t}
\end{array}\right)
$$

where $\Theta^{t}, U^{t} \in \mathbb{R}^{N_{\mathcal{B}}}, P_{G}^{t} \in \mathbb{R}^{N_{\mathcal{P}}}, Q_{G}^{t} \in \mathbb{R}^{N_{\mathcal{Q}}}$ correspond to the optimization variables in (OPF). Consequently, $n^{x, t}=2 N_{\mathcal{B}}+N_{\mathcal{P}}+N_{\mathcal{Q}}$.

Furthermore, the power demand may vary over time, i.e., for every time step $t$ there are vectors $P_{D}^{t}, Q_{D}^{t}$ describing the power demand at every node $k$. When dealing with renewable energy sources, varying upper and lower bounds for power generation $P_{G, \min }^{t}, P_{G, \text { max }}^{t}, Q_{G, \min }^{t}, Q_{G, \text { max }}^{t}$ are possible as well. Additionally the change of active power generation between consecutive time steps is bounded from above, i.e., one has to impose ramp constraints of the form

$$
\left|P_{G, l}^{t+1}-P_{G, l}^{t}\right| \leq \tau R_{l}, \forall l \in \mathcal{P}, t=1, \ldots, N_{T}-1
$$

Finally, our TCOPF problem is given as [20]

$$
(T C O P F)\left\{\begin{aligned}
\min _{\left(\Theta^{t}, U^{t}, P_{G}^{t}, Q_{G}^{t}\right) t} \sum_{t=1}^{N_{T}} \tau f\left(\Theta^{t}, U^{t}, P_{G}^{t}, Q_{G}^{t}\right) \text { s.t. } & \\
A C\left(\Theta^{t}, U^{t}, P_{G}^{t}, Q_{G}^{t}, P_{D}^{t}, Q_{D}^{t}\right)=0, & t=1, \ldots, N_{T} \\
\Theta_{1}^{t}=0, & t=1, \ldots, N_{T} \\
p_{k l}^{2}\left(U^{t}, \Theta^{t}\right)+q_{k l}^{2}\left(U^{t}, \Theta^{t}\right) \leq S_{k l}, & t=1, \ldots, N_{T} \\
U_{\min } \leq U^{t} \leq U_{\max }, & t=1, \ldots, N_{T} \\
P_{G, \min }^{t} \leq P_{G}^{t} \leq P_{G, \max }^{t}, & t=1, \ldots, N_{T} \\
Q_{G, \min }^{t} \leq Q_{G}^{t} \leq Q_{G, \max }^{t}, & t=1, \ldots, N_{T} \\
P_{G}^{t+1}-P_{G}^{t} \leq \tau R, & t=1, \ldots, N_{T}-1 \\
P_{G}^{t}-P_{G}^{t+1} \leq \tau R, & t=1, \ldots, N_{T}-1 .
\end{aligned}\right.
$$

One can rewrite this optimization problem in a more compact form as

$$
\left\{\begin{array}{rlr}
\min _{\left(x^{t}\right)_{t}} \sum_{t=1}^{N_{T}} \tau f\left(x^{t}\right) \text { s.t. } &  \tag{2.4}\\
g^{t}\left(x^{t}\right)=0, & & t=1, \ldots, N_{T} \\
h_{I}^{t}\left(x^{t}\right) \leq 0, & t=1, \ldots, N_{T} \\
h_{R}^{t}\left(x^{t+1}, x^{t}\right) \leq 0, & & t=1, \ldots, N_{T}-1 .
\end{array}\right.
$$

or

$$
\left\{\begin{array}{r}
\min _{x} F(x) \text { s.t. } \\
g(x)=0 \\
h(x) \leq 0
\end{array}\right.
$$

with $x=\left(\begin{array}{lll}x^{1} & \ldots & x^{N_{T}}\end{array}\right) \in \mathbb{R}^{n^{x}}, n^{x}=\sum_{t=1}^{N_{T}} n^{x, t}$ and twice continuously differentiable functions

$$
\begin{aligned}
& F: \mathbb{R}^{n^{x}} \rightarrow \mathbb{R} \\
& g: \mathbb{R}^{n^{x}} \rightarrow \mathbb{R}^{N_{T}\left(2 N_{\mathcal{B}}+1\right)} \\
& h: \mathbb{R}^{n^{x}} \rightarrow \mathbb{R}^{2 N_{T}\left(N_{\mathcal{E}}+N_{\mathcal{B}}+N_{\mathcal{P}}+N_{\mathcal{Q}}\right)+2\left(N_{T}-1\right) N_{\mathcal{P}}} .
\end{aligned}
$$

Note that the ramp constraints given by $h_{R}$ establish the only couplings between variables of different time steps. Without them, a solution to $(T C O P F)$ could be computed by solving $N_{T}$ independent (OPF) problems.

There exist other possible formulations of $(T C O P F)$ as well. For example, one could include changes in active power generation in the cost function $f$ or add additional intertemporal constraints corresponding to energy storage systems or power generation contracts (e.g., [20]).

### 2.2 Primal Dual Interior Point Method for TCOPF

Due to the nonlinearity of the AC equations (2.3), (TCOPF) is a nonlinear and non-convex optimization problem where the number of optimization variables $x$ is proportional to the grid size $2 \mathcal{B}+\mathcal{P}+\mathcal{Q}$ and to the number of considered time steps $N_{T}$. When considering real world scenarios involving national transmission grids and time horizons of several days, typical grid sizes are of order $10^{4}$ and number of time steps are of order $10^{2}$. For such kind of large-scale optimization problems, the use of Interior Point Methods is a common approach. We briefly describe the application of a Primal Dual Interior Point Method (PDIPM) for our problem (e.g., [7]).

For (TCOPF) we define the corresponding Lagrangian function by

$$
\mathcal{L}: \mathbb{R}^{n^{x}} \times \mathbb{R}^{n^{\lambda}} \times \mathbb{R}^{n^{\mu}} \rightarrow \mathbb{R},(x, \lambda, \mu) \mapsto F(x)+\lambda^{T} g(x)+\mu^{T} h(x),
$$

with $n^{\lambda}=N_{T}\left(2 N_{\mathcal{B}}+1\right)$ and $n^{\mu}=2 N_{T}\left(N_{\mathcal{E}}+N_{\mathcal{B}}+N_{\mathcal{P}}+N_{\mathcal{Q}}\right)+2\left(N_{T}-1\right) N_{\mathcal{P}}$.
Assuming additional constraint qualifications like (LICQ), for every local minimum $x^{*}$ of (TCOPF) there exist corresponding Lagrangian multipliers $\lambda^{*}, \mu^{*}$ such that $\left(x^{*}, \lambda^{*}, \mu^{*}\right)$ solves the following KKTconditions [7]:

$$
(K K T)\left\{\begin{array}{rrr}
\nabla_{x} \mathcal{L}(x, \lambda, \mu)=\nabla F(x)^{T}+\nabla g(x)^{T} \lambda+\nabla h(x)^{T} \mu=0 & \text { (stationarity) } \\
\nabla_{\lambda} \mathcal{L}(x, \lambda, \mu)=g(x)=0 & \text { (primal feasibility) } \\
\nabla_{\mu} \mathcal{L}(x, \lambda, \mu)=h(x) \leq 0 & \text { (primal feasibility) } \\
\forall i=1, \ldots, n^{\mu}: \mu_{i} h_{i}(x)=0 & \text { (complementary slackness) } \\
\mu \geq 0 . & \text { (dual feasibility) }
\end{array}\right.
$$

The idea of PDIPM is based on solving the system of nonlinear equations and inequalities ( $K K T$ ) by means of a perturbed Newton's method. In a first step, one removes nonlinear inequalities by introducing additional slack variables $s \in \mathbb{R}^{n^{\mu}}$, resulting in an equivalent system:

$$
\left(K K T_{0}\right)\left\{\begin{aligned}
\nabla F(x)^{T}+\nabla g(x)^{T} \lambda+\nabla h(x)^{T} \mu & =0 \\
g(x) & =0 \\
h(x)+s & =0 \\
\forall i=1, \ldots, n^{\mu}: \mu_{i} s_{i} & =0 \\
s & \geq 0 \\
\mu & \geq 0 .
\end{aligned}\right.
$$

At first glance, one might think of solving $\left(K K T_{0}\right)$ with Newton's method by starting at a feasible point $\left(s^{(0)}, \mu^{(0)}\right) \in \Omega:=\{(s, \mu) \geq 0\}$ and restricting the step size for each Newton update $(\Delta x, \Delta s, \Delta \lambda, \Delta \mu)$ to ensure $\left(s^{(l)}, \mu^{(l)}\right) \in \Omega$ for all $l \geq 0$. Due to $\mu_{i} s_{i}=0$, the exact solution of $\left(K K T_{0}\right)$ lies at the boundary of the feasible region $\Omega$. Thus, the Newton iterates $\left(s^{(l)}, \mu^{(l)}\right)$ might be forced towards $\partial \Omega$ to achieve $\mu_{i} s_{i}=0$ while other components of the corresponding nonlinear residual are far from being close to 0 . This may lead to very short step sizes and therefore poor convergence.

To remedy this effect, the complementary slackness condition is relaxed to $\mu_{i} s_{i}=\gamma$ for some $\gamma>0$, yielding the following perturbed KKT system:

$$
\left(K K T_{\gamma}\right)\left\{\begin{aligned}
\nabla F(x)^{T}+\nabla g(x)^{T} \lambda+\nabla h(x)^{T} \mu & =0 \\
g(x) & =0 \\
h(x)+s & =0 \\
\forall i=1, \ldots, n^{\mu}: \mu_{i} s_{i} & =\gamma \\
s & \geq 0 \\
\mu & \geq 0 .
\end{aligned}\right.
$$

$\left(K K T_{\gamma}\right)$ can be written in a more compact form as

$$
\mathcal{F}_{\gamma}(x, s, \lambda, \mu):=\left(\begin{array}{c}
\nabla F(x)+\nabla g(x)^{T} \lambda+\nabla h(x)^{T} \mu  \tag{2.5}\\
g(x) \\
h(x)+s \\
S \mu-\gamma e
\end{array}\right)=0, s, \mu \geq 0
$$

with $S=\operatorname{diag}\left(s_{1}, \ldots, s_{n^{\mu}}\right)$ and $e=(1, \ldots, 1) \in \mathbb{R}^{n^{\mu}}$. Solving $\mathcal{F}_{\gamma}=0, \gamma>0$ by applying Newton's method is in general much faster then using Newton's method for $\mathcal{F}_{0}=0$.

Finally, the PDIPM is obtained by solving a sequence of nonlinear systems of equations $F_{\gamma_{k}}=0$ with Newton's method, where $\gamma_{k}$ is chosen such that $\gamma_{k} \rightarrow 0$. An additional step size control ensures that $\left(s^{(k, l)}, \mu^{(k, l)}\right) \in \Omega$ for all obtained iterates. Under certain assumptions (including second order sufficient conditions, strict complementary condition and (LICQ)) one can show that for sufficiently small $\gamma_{k}$ a locally unique solution $\left(x^{(k, *)}, s^{(k, *)}, \lambda^{(k, *)}, \mu^{(k, *)}\right)$ of

$$
\begin{equation*}
F_{\gamma_{k}}(x, s, \lambda, \mu)=0, s, \mu \geq 0 \tag{2.6}
\end{equation*}
$$

exists. This sequence of points is also known as central path and it converges to the exact solution $\left(x^{*}, s^{*}, \lambda^{*}, \mu^{*}\right)$ of $\left(K K T_{0}\right)$ if $\gamma_{k} \rightarrow 0$. Furthermore, these assumptions imply that $\nabla \mathcal{F}_{\gamma_{k}}(x, s, \lambda, \mu)$ is nonsingular if $(x, s, \lambda, \mu)$ is sufficiently close to $\left(x^{*}, s^{*}, \lambda^{*}, \mu^{*}\right)$ and if $\gamma_{k}$ is sufficiently close to 0 (e.g., chapter 19 in [14]).

In practical implementations the sequence of nonlinear problems (2.6) is not solved exactly. Instead, each system (2.6) is solved with a termination criterion of the form $\left\|F_{\gamma_{k}}\left(x^{(k, l)}, s^{(k, l)}, \lambda^{(k, l)}, \mu^{(k, l)}\right)\right\| \leq \epsilon_{\gamma_{k}}$ and accordingly defined tolerance $\epsilon_{\gamma_{k}}$ (e.g., [5]).

We use the approach of updating $\gamma_{k}$ after each Newton iteration via

$$
\gamma_{k}=\sigma \frac{\left(\mu^{(k)}\right)^{T} s^{(k)}}{n^{\mu}}
$$

with centering parameter $\sigma=0.1$ and complementary gap $\left(\mu^{(k)}\right)^{T} s^{(k)}$ [7], yielding the following algorithm [21]:
Algorithm 1. Primal Dual Interior Point Method for TCOPF
Set $\lambda^{(0)}=0, \mu^{(0)}=e, \gamma_{0}=1, k=0$
Choose $x^{(0)}, s^{(0)}$
Compute $r_{0}:=F_{\gamma_{0}}\left(x^{(0)}, s^{(0)}, \lambda^{(0)}, \mu^{(0)}\right)$
Do until convergence
Compute $\bar{A}_{k}:=\nabla F_{\gamma_{k}}\left(x^{(k)}, s^{(k)}, \lambda^{(k)}, \mu^{(k)}\right)$
Solve $\bar{A}_{k} \Delta_{k}=-r_{k}, \Delta_{k}=\left(\Delta x^{(k)}, \Delta s^{(k)}, \Delta \lambda^{(k)}, \Delta \mu^{(k)}\right)$
Compute primal and dual step size $\alpha_{p}, \alpha_{d}$
$\operatorname{Set}\left(x^{(k+1)}, s^{(k+1)}\right)=\left(x^{(k)}, s^{(k)}\right)+\alpha_{p}\left(\Delta x^{(k)}, \Delta s^{(k)}\right)$
Set $\quad\left(\lambda^{(k+1)}, \mu^{(k+1)}\right)=\left(\lambda^{(k)}, \mu^{(k)}\right)+\alpha_{d}\left(\Delta \lambda^{(k)}, \Delta \mu^{(k)}\right)$
Set $\gamma_{k+1}=\sigma \frac{\left(\mu^{(k+1)}\right)^{T} s^{(k+1)}}{n^{\mu}}$
Compute $r_{k+1}:=F_{\gamma_{k+1}}\left(x^{(k+1)}, s^{(k+1)}, \lambda^{(k+1)}, \mu^{(k+1)}\right)$
Check convergence criteria
Set $k \leftarrow k+1$

Here, we choose $x^{(0)}$ by setting

$$
\Theta^{t}=0, U^{t}=\frac{1}{2}\left(U_{\max }+U_{\min }\right), P^{t}=\frac{1}{2}\left(P_{\max }^{t}+P_{\min }^{t}\right), Q^{t}=\frac{1}{2}\left(Q_{\max }^{t}+Q_{\min }^{t}\right), t=1, \ldots, N_{T}
$$

and $s^{(0)}$ by

$$
s_{i}^{(0)}= \begin{cases}-h_{i}\left(x^{(0)}\right), & h_{i}\left(x^{(0)}\right)<-1 \\ 1, & \text { else }\end{cases}
$$

The primal and dual step sizes are obtained by the fraction to the boundary rule [14] in order to prevent $s^{(k)}$ and $\mu^{(k)}$ from becoming negative:

$$
\begin{aligned}
& \alpha_{p}=\max \{\alpha \in(0,1], s+\alpha \Delta s \geq(1-\rho) s\} \\
& \alpha_{d}=\max \{\alpha \in(0,1], \mu+\alpha \Delta \mu \geq(1-\rho) \mu\}
\end{aligned}
$$

with $\rho=0.99995$. The iteration terminates if all of the following conditions are satisfied [21]:

$$
\begin{aligned}
\frac{\max \left\{\|g(x)\|_{\infty}, \max _{i}\left\{h_{i}(x)\right\}\right\}}{1+\max \left\{\|x\|_{\infty},\|z\|_{\infty}\right\}} & <\epsilon_{\text {feas }} \text { feasibility condition } \\
\frac{\left\|\nabla_{x} \mathcal{L}(x, \lambda, \mu)\right\|_{\infty}}{1+\max \left\{\|\lambda\|_{\infty},\|\mu\|_{\infty}\right\}} & <\epsilon_{\text {grad }} \text { gradient condition } \\
\frac{\left(\mu^{T} s\right)}{1+\|x\|_{\infty}} & <\epsilon_{\text {comp }} \text { complementary condition } \\
\frac{\left|F(x)-F\left(x^{-}\right)\right|}{1+\left|F\left(x^{-}\right)\right|} & <\epsilon_{\text {cost }} \text { cost condition }
\end{aligned}
$$

where we omitted the iteration index $k+1$ and denote $x^{k}$ by $x^{-}$.
Remark Algorithm 1 is a very basic PDIPM implementation without any globalization strategy. There exist more sophisticated implementations using line-search and trust-region methods for ensuring global convergence (e.g., [19]). Since we focus on parallel linear algebra techniques for TCOPF problems, for our purpose a locally convergent algorithm is sufficient.

### 2.3 KKT Matrix in PDIPM

When applying Interior Point Methods, the main computational effort lies in the solution of arising linear systems. In our case we have to solve the system

$$
\nabla \mathcal{F}_{\gamma_{k}}\left(x^{(k)}, s^{(k)}, \lambda^{(k)}, \mu^{(k)}\right) \Delta^{(k)}=-\mathcal{F}_{\gamma_{k}}\left(x^{(k)}, s^{(k)}, \lambda^{(k)}, \mu^{(k)}\right)
$$

in every step of the PDIPM algorithm 1. In the following, we omit the iteration index $k$. The Newton matrix is given by

$$
\bar{A}:=\bar{A}(x, s, \lambda, \mu)=\nabla \mathcal{F}_{\gamma}(x, s, \lambda, \mu)=\left(\begin{array}{cccc}
\nabla_{x x}^{2} \mathcal{L}(x, \lambda, \mu) & 0 & (\nabla g(x))^{T} & (\nabla h(x))^{T}  \tag{2.7}\\
0 & M & 0 & S \\
\nabla g(x) & 0 & 0 & 0 \\
\nabla h(x) & I & 0 & 0
\end{array}\right)
$$

with diagonal matrices $M=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n^{\mu}}\right), S=\operatorname{diag}\left(s_{1}, \ldots, s_{n^{\mu}}\right)$ and identity matrix $I \in \mathbb{R}^{n^{\mu} \times n^{\mu}}$. Eliminating the second and fourth row yields a reduced matrix (see appendix),

$$
A:=A(x, s, \lambda, \mu):=\left(\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}(x, \lambda, \mu)+(\nabla h(x))^{T} \Sigma(\nabla h(x)) & (\nabla g(x))^{T}  \tag{2.8}\\
\nabla g(x) & 0
\end{array}\right)
$$

with diagonal matrix $\Sigma=\operatorname{diag}\left(\frac{\mu_{1}}{s_{1}}, \ldots, \frac{\mu_{n} \mu}{s_{n} \mu}\right)$.
Note that $A$ is a symmetric saddle point matrix and thus indefinite. Matrices of this structure are also labelled as KKT matrix.

The dimension of $A$ is $n^{x}+n^{\lambda}=N_{T}\left(4 N_{\mathcal{B}}+N_{\mathcal{P}}+N_{\mathcal{Q}}+1\right)$. In contrast, $\bar{A}$ is of dimension $n^{x}+n^{\lambda}+$ $2 n^{\mu}=N_{T}\left(8 N_{\mathcal{B}}+7 N_{\mathcal{P}}+5 N_{\mathcal{Q}}+4 N_{\mathcal{E}}+1\right)-2 N_{\mathcal{P}}$. Since $N_{\mathcal{E}} \gtrsim 2 N_{\mathcal{B}}$ for real world transmission grids, $\operatorname{dim}(\bar{A}) \gtrsim 3 \operatorname{dim}(A)$. Additionally, the sparsity structure of $(\nabla h(x))^{T} \Sigma \nabla h(x)$ is almost a subset of the sparsity structure of $\nabla_{x x}^{2} \mathcal{L}(x, \lambda, \mu)$. There are just few additional non-zeros due to ramp constraints $h_{R}$ and lower / upper bounds on $P, Q, U$. This is due to the fact, that the sparsity structure of all Jacobian matrices of nonlinear constraints equals the sparsity structure of the admittance matrix $Y$.

To summarise, the dimension of $A$ is reduced by a factor of $\approx 3$ compared to $\bar{A}$ and the ( 1,1 )-block of $A$ has almost the same sparsity structure than the $(1,1)$-block of $\bar{A}$. In the following, we work with matrix $A$.

When dealing with linear systems arising from IPM, one generally has to face the problem of illconditioning. To see this, assume that strict complementary holds at the exact solution $\left(x^{*}, s^{*}, \lambda^{*}, \mu^{*}\right)$ of $\left(K K T_{0}\right)$, i.e.,

$$
s_{i}^{*} \mu_{i}^{*}=0, s_{i}^{*}+\mu_{i}^{*}>0, s_{i}^{*}, \mu_{i}^{*} \geq 0 \text { for all } i .
$$

If the inequality constraint $i$ is active at $x^{*}$, i.e., $s_{i}^{*}=h_{i}\left(x^{*}\right)=0$, then $s_{i}^{(k)} \rightarrow 0$ and $\mu_{i}^{(k)} \rightarrow \mu^{*}>0$ for $k \rightarrow \infty$. Consequently, the corresponding entry in the diagonal matrix $\Sigma$ becomes very large as the IPM iterate approaches the exact solution:

$$
\sigma_{i}^{(k)}=\left(\Sigma^{(k)}\right)_{i i}=\frac{\mu_{i}^{(k)}}{s_{i}^{(k)}} \rightarrow \infty \text { for } k \rightarrow \infty
$$

which yields an increasing condition number $\kappa(A)=\|A\|\left\|A^{-1}\right\|$. For this reason, many IPM software packages (like IPOPT [9]) use direct methods such as $L D L^{T}$-factorizations to solve the arising linear systems. In contrast, iterative linear solvers like GMRES [15] are very sensitive to ill-conditioned matrices, unless a good preconditioner is used. In exchange, they offer a higher potential of parallelization and allow the use of inexact Interior Point methods [3].

The distribution of the spectrum $\mathcal{S}(K)=\{\lambda \in \mathbb{C}, \lambda$ is eigenvalue of $K\}$ of a matrix $K$ is an indicator for the convergence behaviour of GMRES applied to $K v=b$. If $K \in \mathbb{R}^{N \times N}$ is diagonalizable, i.e., $K=V \Gamma V^{-1}$ with $\Gamma=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{N}\right), V \in \mathbb{R}^{N \times N}$, then it can be shown that the residual $r_{k}=b-K v_{k}$ in the $k$-th step of GMRES satisfies

$$
\frac{\left\|r_{k}\right\|_{2}}{\left\|r_{0}\right\|_{2}} \leq\|V\|_{2}\left\|V^{-1}\right\|_{2} \min _{p \in \mathcal{P}_{k}, p(0)=1} \max _{\lambda \in \mathcal{S}(K)}|p(\lambda)|
$$

with $\mathcal{P}_{k}$ being the space of polynomials of degree less then or equal to $k$. This estimate indicates that a spectrum which is clustered away from 0 is beneficial for the speed of convergence of GMRES. In particular, GMRES terminates with the exact solution after at most $|\mathcal{S}(K)|$ steps.

For general nonlinear optimization problems with corresponding KKT matrix

$$
K=\left(\begin{array}{cc}
H & B^{T} \\
B & 0
\end{array}\right), H \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times n}, m \leq n
$$

the so called constraint preconditioner is an example of a widely used preconditioner. It is given by

$$
\tilde{K}=\left(\begin{array}{cc}
\tilde{H} & B^{T} \\
B & 0
\end{array}\right)
$$

with $\tilde{H}$ being an approximation to $H$ that is easy to factorize, e.g., $\tilde{H}=\operatorname{diag}(H)$ [14].
One can show that $\mathcal{S}\left(\tilde{K}^{-1} K\right)=\{1\} \cup\left\{\lambda, \exists u Z^{T} H Z u=\lambda Z^{T} \tilde{H} Z u\right\}$ with $Z$ being a basis of the nullspace null $B$ of $B$ [12]. Since $K$ is assumed to be nonsingular, it holds $\operatorname{rank} B=m$ and $\operatorname{dim}(\operatorname{null} B)=$ $n-m$ according to Lemma 3.2. Therefore, at most $n-m$ eigenvalues of $\tilde{K}^{-1} K$ are not equal to 1 . The distribution of these remaining eigenvalues depends on how well $\tilde{H}$ approximates $H$ on the nullspace of $B$. For $(T C O P F)$ it holds

$$
n-m=n^{x}-n^{\lambda}=N_{T}\left(N_{\mathcal{P}}+N_{\mathcal{Q}}-1\right)
$$

For many optimization problems, the constraint preconditioner shows a good performance when combined with GMRES. However, factorizing $\tilde{K}$ in parallel might be difficult.

In section 3 we describe how to exploit the special structure given by $(T C O P F)$ to construct a parallelizable preconditioner. To get further insight into this structure, note that the linear system to be solved is of the following form (compare (2.8)):

$$
\left(\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}+(\nabla h)^{T} \Sigma(\nabla h) & (\nabla g)^{T}  \tag{2.9}\\
\nabla g & 0
\end{array}\right)\binom{\Delta x}{\Delta \lambda}=\binom{r_{x}}{r_{\lambda}}
$$

One can construct a permutation matrix $P \in\{0,1\}^{\left(n^{x}+n^{\lambda}\right) \times\left(n^{x}+n^{\lambda}\right)}$ such that

$$
P\binom{\Delta x}{\Delta \lambda}=P\left(\begin{array}{c}
\Delta x^{1} \\
\vdots \\
\Delta x^{N_{T}} \\
\Delta \lambda^{1} \\
\vdots \\
\Delta \lambda^{N_{T}}
\end{array}\right)=\left(\begin{array}{c}
\Delta x^{1} \\
\Delta \lambda^{1} \\
\vdots \\
\Delta x^{N_{T}} \\
\Delta \lambda^{N_{T}}
\end{array}\right)
$$

where $x^{t}$ is defined in section 2.1 and $\lambda^{t}$ denotes the Lagrangian multipliers corresponding to the equality constraints $g^{t}\left(x^{t}\right)=0$. Applying this permutation to $A$ yields a block tri-diagonal matrix

$$
\hat{A}:=P A P^{T}=\left(\begin{array}{ccccccc}
A_{11} & A_{12} & 0 & 0 & \ldots & \ldots & 0  \tag{2.10}\\
A_{12}^{T} & A_{22} & A_{23} & 0 & \ldots & \ldots & 0 \\
0 & A_{23}^{T} & A_{33} & A_{34} & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & A_{N_{T-2} N_{T-1}}^{T} & A_{N_{T-1} N_{T-1}} & A_{N_{T-1} N_{T}} & 0 \\
0 & \cdots & \cdots & 0 & A_{N_{T-2} N_{T-1}}^{T} & A_{N_{T-1} N_{T-1}} & A_{N_{T-1} N_{T}} \\
0 & \cdots & \cdots & \ldots & 0 & A_{N_{T-1} N_{T}}^{T} & A_{N_{T} N_{T}}
\end{array}\right)
$$

Each diagonal block $A_{t t}$ is of saddle point structure and can be interpreted as KKT matrix for a single $(O P F)$ problem at time step $t$. The off-diagonal blocks $A_{t t+1}$ describe the couplings between consecutive time steps $t$ and $t+1$. For ( $T C O P F$ ) presented in section 2.1 , these couplings are given by the ramp constraints $\left|P^{t+1}-P^{t}\right| \leq \tau R$. Since there aren't any couplings between variables $x^{t}, x^{s}$ with $|t-s|>1$ in our TCOPF formulation, the corresponding off-diagonal blocks $A_{t s}$ vanish.

## 3 Multilevel Domain Decomposition for TCOPF

We describe the construction of a parallelizable preconditioner that allows the use of iterative linear solvers inside the PDIPM algorithm 1. We make use of domain decomposition techniques that are well established for solving partial differential equations (PDEs) in parallel. The additive Schwarz Method (ASM) is such kind of method. In section 3.1 we present the application of ASM in context of TCOPF problems. In section 3.2 and 3.3 we propose an extension to ASM, involving the concepts of Coarse Grid Correction and Multilevel ASM.

### 3.1 Additive Schwarz Method

The original Schwarz method was formulated in 1870 as theoretical tool for proofing existence of elliptic PDEs on complicated domains [16]. Later on, modifications of it have been used as stand-alone iterative methods for solving PDEs and have become a standard technique for preconditioning Krylov methods in context of PDEs [17]. In this work we use the additive variant of Schwarz Methods as preconditioner for GMRES in order to solve linear systems given by (2.9).

### 3.1.1 Mathematical Formulation

To apply ASM as preconditioner for the KKT matrix $A=A(x, s, \lambda, \mu) \in \mathbb{R}^{n \times n}$ defined by (2.9), we decompose the set of time steps $\mathcal{T}=\left\{1, \ldots, N_{T}\right\}$ into $q$ nonoverlapping sub-domains:

$$
\mathcal{T}=\bigcup_{l=1}^{q} \tilde{\mathcal{T}}_{l}, \tilde{\mathcal{T}}_{l} \cap \tilde{\mathcal{T}}_{k}=\emptyset \text { for } k \neq l, \tilde{\mathcal{T}}_{l}=\left\{\tilde{t}_{l}^{-}, \tilde{t}_{l}^{-}+1, \ldots, \tilde{t}_{l}^{+}\right\} .
$$

Afterwards, each sub-domain $\tilde{\mathcal{T}}_{l}$ is augmented by additional $s_{o l}$ time steps on both ends, yielding an overlapping decomposition of $\mathcal{T}$ (see Figure 1):

$$
\mathcal{T}=\bigcup_{l=1}^{q} \mathcal{T}_{l}, \mathcal{T}_{l}:=\left\{t_{l}^{-}, t_{l}^{-}+1, \ldots, t_{l}^{+}\right\},
$$

with

$$
t_{l}^{-}=\left\{\begin{array}{ll}
\tilde{l}_{l}^{-}-s_{o l}, & l>1 \\
\tilde{t}_{l}^{-}, & l=1
\end{array}, \quad t_{l}^{+}=\left\{\begin{array}{ll}
\tilde{t}_{l}^{+}+s_{o l}, & l<q \\
\tilde{t}_{l}^{+}, & l=q
\end{array} .\right.\right.
$$

Typically, $s_{o l} \in\{1,2\}$.


Figure 1: Decomposition of time steps with overlap $s_{o l}=1$.

We fix the following notation:

$$
\begin{aligned}
& n^{x, t}: \text { dimension of } x^{t} \\
& n^{\lambda, t}: \text { dimension of } \lambda^{t} \\
& n_{l}^{x}=\sum_{t \in \mathcal{T}_{l}} n^{x, t}, \quad n^{x}=\sum_{t=1}^{N_{T}} n^{x, t} \\
& n_{l}^{\lambda}=\sum_{t \in \mathcal{T}_{l}} n^{\lambda, t}, \quad n^{\lambda}=\sum_{t=1}^{N_{T}} n^{\lambda, t} \\
& n_{l}=n_{l}^{x}+n_{l}^{\lambda}, \quad n=n^{x}+n^{\lambda} .
\end{aligned}
$$

When restricting optimization variables to their components contained in $\mathcal{T}_{l}$, we write

$$
\begin{aligned}
x_{[l]} & =\left[x^{t}\right]_{t \in \mathcal{T}_{l}}, \quad \lambda_{[l]}=\left[\lambda^{t}\right]_{t \in \mathcal{T}_{l}} \\
\mu_{I,[l]} & =\left[\mu_{I}^{t}\right]_{t \in \mathcal{T}_{l}}, \quad s_{I,[l]}=\left[s_{I}^{t}\right]_{t \in \mathcal{T}_{l}} \\
\mu_{R,[l]} & =\left[\mu_{R}^{t}\right]_{t \in \mathcal{T}_{l} \cup\left\{t_{l}^{-}-1\right\}}, \quad s_{R,[l]}=\left[s_{R}^{t}\right]_{t \in \mathcal{T}_{l} \cup\left\{t_{l}^{-}-1\right\}},
\end{aligned}
$$

with primal variables $x$, multipliers $\lambda$ corresponding to equality constraints, slack variables $s$ and multipliers $\mu$ corresponding to inequality constraints. The latter ones are split into components assigned to $h_{I}$ and $h_{R}$, see (2.4). For all expressions involving $\sim, \mathcal{T}_{l}$ is replaced by $\tilde{\mathcal{T}}_{l}$. The constraint functions $g$ and $h$ are restricted in the same way:

$$
\begin{aligned}
g_{[l]}\left(x_{[l]}\right) & =\left[g^{t}\left(x^{t}\right)\right]_{t \in \mathcal{T}_{l}}, \\
h_{I,[l]}\left(x_{[l]}\right) & =\left[h_{I}^{t}\left(x^{t}\right)\right]_{t \in \mathcal{T}_{l}}, \\
h_{R,[l]]}\left(x_{[l]}, x_{l}^{t_{l}^{-}-1}, x^{t_{l}^{+}+1}\right) & =\left[h_{R}^{t}\left(x^{t+1}, x^{t}\right)\right]_{t \in \mathcal{T}_{l} \cup\left\{t_{l}^{-}-1\right\}}, \\
h_{[l]}\left(x_{[l]}, x^{t_{l}^{-}-1}, x^{t_{l}^{+}+1}\right) & =\binom{h_{I,[l]}\left(x_{l l]}\right)}{h_{R,[l]}\left(x_{[l]}, x^{t_{l}^{t}-1}, x^{t_{l}^{+}+1}\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
& \Sigma_{I,[l]}=\operatorname{diag}\left(\frac{\mu_{I,[l], 1}}{s_{I,[l], 1}}, \ldots, \frac{\mu_{I,[l],\left|\mu_{I,[l]}\right|}}{s_{I,[l],\left|\mu_{I,[l]}\right|}}\right) \\
& \Sigma_{R,[l]}=\operatorname{diag}\left(\frac{\mu_{R,[l], 1}}{s_{R,[l], 1}}, \ldots, \frac{\left.\mu_{R,[l],\left|\mu_{R,[l]}\right|}^{s_{R,[l],\left|\mu_{R,[l]}\right|}}\right)}{\Sigma_{[l]}}=\right. \\
&=\left(\begin{array}{cc}
\Sigma_{I,[l]} & 0 \\
0 & \Sigma_{R,[l]}
\end{array}\right)
\end{aligned}
$$

For $l=1, \ldots, q$ we define by

$$
\binom{\Delta x}{\Delta \lambda}_{[l]}:=\binom{\Delta x_{[l]}}{\Delta \lambda_{[l]}} \in \mathbb{R}^{n_{l}},\binom{\Delta x}{\Delta \lambda}_{[\tilde{l}]}:=\binom{\Delta x_{[\tilde{l}]}}{\Delta \lambda_{[\tilde{l}]}} \in \mathbb{R}^{\tilde{n}_{l}},
$$

the components of the solution vector of (2.9) that can be assigned to time steps in $\mathcal{T}_{l}$ and $\tilde{\mathcal{T}}_{l}$, respectively. Let further $R_{l} \in\{0,1\}^{n_{l} \times n}, \tilde{R}_{l} \in\{0,1\}^{\tilde{n}_{l} \times n}$ be restriction matrices corresponding to the subsets $\mathcal{T}_{l}$ and $\tilde{\mathcal{T}}_{l}$ such that

$$
\begin{equation*}
R_{l}\binom{\Delta x}{\Delta \lambda}=\binom{\Delta x}{\Delta \lambda}_{[l]} \text { and } \tilde{R}_{l}\binom{\Delta x}{\Delta \lambda}=\binom{\Delta x}{\Delta \lambda}_{[\tilde{l}]} \tag{3.1}
\end{equation*}
$$

holds. The restriction matrices are given as

$$
R_{l}=\left(\begin{array}{cc}
R_{l}^{x} & 0  \tag{3.2}\\
0 & R_{l}^{\lambda}
\end{array}\right) \text { and } \tilde{R}_{l}=\left(\begin{array}{cc}
\tilde{R}_{l}^{x} & 0 \\
0 & \tilde{R}_{l}^{\lambda}
\end{array}\right)
$$

with sub-restriction matrices of the following form

$$
\begin{aligned}
& R_{l}^{x}=\left(\begin{array}{lll}
0 & I_{n_{l}^{x}} & 0
\end{array}\right) \in\{0,1\}^{n_{l}^{x} \times n^{x}} \\
& R_{l}^{\lambda}=\left(\begin{array}{lll}
0 & I_{n_{l}^{\lambda}} & 0
\end{array}\right) \in\{0,1\}^{n_{l}^{\lambda} \times n^{\lambda}} \\
& \tilde{R}_{l}^{x}=\left(\begin{array}{lll}
0 & I_{\tilde{n}_{l}^{x}} & 0
\end{array}\right) \in\{0,1\}^{\tilde{n}_{l}^{x} \times n^{x}} \\
& \tilde{R}_{l}^{\lambda}=\left(\begin{array}{lll}
0 & I_{\tilde{n}_{l}^{\lambda}} & 0
\end{array}\right) \in\{0,1\}^{\tilde{n}_{l}^{\lambda} \times n^{\lambda}}
\end{aligned} .
$$

Here, $I_{m}$ denotes the identity matrix in $\mathbb{R}^{m}$ and the size of the zero matrices may vary for each restriction matrix and each $l$.

With this definitions at hand, one can define local sub-matrices of $A$ by

$$
\begin{equation*}
A_{l}:=R_{l} A R_{l}^{T} \tag{3.3}
\end{equation*}
$$

In section 3.1.3 we analyse the structure and invertibility of these sub-matrices.
In the following, we assume that all sub-matrices $A_{l}$ are nonsingular. Then the multiplicative Schwarz Method for (approximately) solving $A v=b$ is given by [17]:

```
Algorithm 2. Multiplicative Schwarz Method \(v=\operatorname{MSM}(b)\)
Set \(v=0\)
For \(l=1, \ldots, q\)
    \(v \leftarrow v+R_{l}^{T} A_{l}^{-1} R_{l}(b-A v)\)
```

In every iteration $l$, the current residual $b-A v$ is restricted to sub-domain $\mathcal{T}_{l}$. Solving with $A_{l}^{-1}$ gives a local approximation to the error and prolongating the error back with $R_{l}^{T}$ yields a correction on $\mathcal{T}_{l}$. Thus, the multiplicative Schwarz method can be seen as sequential defect correction algorithm. Omitting residual updates in each iteration yields the parallelizable ASM:

Algorithm 3. Additive Schwarz Method $v=\operatorname{ASM}(b)$
Set $v=0$
For $l=1, \ldots, q$
$v \leftarrow v+R_{l}^{T} A_{l}^{-1} R_{l} b$
which can be written as

$$
v=M_{A S M} b \text { with } M_{A S M}:=\sum_{l=1}^{q} R_{l}^{T} A_{l}^{-1} R_{l} .
$$

The right preconditioned linear system for solving $A v=b$ is then given by

$$
\begin{equation*}
A M_{A S M} u=b, v=M_{A S M} u \tag{3.4}
\end{equation*}
$$

Since $M_{A S M}$ is symmetric but in general not positive definite, we use GMRES for solving the unsymmetric system (3.4).

Remark By means of coloring techniques, it is possible to parallelize the multiplicative Schwarz method up to a certain degree (e.g., [17]).

### 3.1.2 Implementation

In our implementation, we use one processor per sub-domain $\mathcal{T}_{l}$ and distribute $A$ such that every processor stores $\tilde{R}_{l} A$ in its local memory. $\tilde{R}_{l} A$ contains the nonoverlapping rows of $A_{l}=R_{l} A R_{l}^{T}$.

To set up $M_{A S M}$ once, every process first has to form its local sub-matrix $A_{l}$, i.e., in this step the overlapping part of $A_{l}$ has to be communicated to process $l$ by process $l-1$ and $l+1$. Afterwards, each
process computes an LU-factorization of $A_{l}$, i.e., $A_{l}=L_{l} U_{l}$. This step doesn't involve any communication and can be done in parallel.

Applying ASM as preconditioner of an iterative method requires computation of $v_{k}=M_{A S M} b_{k}$ in each iteration $k$. For this step, each process $l$ first restricts $b$ to its overlapping part $b_{l}:=R_{l} b$ which requires communication with process $l-1$ and $l+1$. The computation of $A_{l}^{-1} b_{l}$ is done by one forward and backward solve with $L_{l}$ and $U_{l}$. This step doesn't involve any communication. As final step, the local solution $v_{l}:=A_{l}^{-1} b_{l}$ is prolongated back to update the global solution vector $v$. This step again requires communicating the overlapping part of $v_{l}$ to process $l-1$ and $l+1$.

One can further improve the performance of ASM by using the so called restricted version of ASM [6] which is given by

$$
M_{r A S M}:=\sum_{l=1}^{p} \tilde{R}_{l}^{T} A_{l}^{-1} R_{l} .
$$

For this preconditioner just the nonoverlapping part of the local solution $v_{l}$ is prolongated instead of the entire (overlapping) vector. Experiments show a beneficial behaviour in terms of GMRES iterations compared to standard ASM [6]. Furthermore, prolongation by $\tilde{R}_{l}$ doesn't involve any communication.

### 3.1.3 Analysis of Local KKT Matrices

In this section, we investigate the structure of the local sub-matrices $A_{l}$. For convenience, let $1<l<q$. For $l=1$ and $l=q$ the same results hold with minor modifications.

By definition,

$$
\begin{aligned}
A_{l}(x, s, \lambda, \mu) & =R_{l} A(x, s, \lambda, \mu) R_{l}^{T} \\
& =\left(\begin{array}{cc}
R_{l}^{x} & 0 \\
0 & R_{l}^{\lambda}
\end{array}\right)\left(\begin{array}{cc}
\nabla_{x x}^{2} \mathcal{L}+(\nabla h)^{T} \Sigma(\nabla h) & (\nabla g)^{T} \\
\nabla g & 0
\end{array}\right)\left(\begin{array}{cc}
\left(R_{l}^{x}\right)^{T} & 0 \\
0 & \left(R_{l}^{\lambda}\right)^{T}
\end{array}\right) \\
& =\left(\begin{array}{cc}
R_{l}^{x}\left(\nabla_{x x}^{2} \mathcal{L}+(\nabla h)^{T} \Sigma(\nabla h)\right)\left(R_{l}^{x}\right)^{T} & R_{l}^{x}(\nabla g)^{T}\left(R_{l}^{\lambda}\right)^{T} \\
R_{l}^{\lambda}(\nabla g)\left(R_{l}^{x}\right)^{T} & 0
\end{array}\right) .
\end{aligned}
$$

Since there are no temporal couplings in the equality constraints $g, \nabla g$ is of block diagonal form:

$$
\nabla g(x)=\left(\begin{array}{ccccc}
\nabla_{x^{1}} g^{1}\left(x^{1}\right) & 0 & 0 & \cdots & 0  \tag{3.5}\\
0 & \nabla_{x^{2}} g^{2}\left(x^{2}\right) & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & \nabla_{x^{N_{T}-1}} g^{N_{T}-1}\left(x^{N_{T}-1}\right) & 0 \\
0 & \cdots & 0 & 0 & \nabla_{x^{N_{T}}} g^{N_{T}}\left(x^{N_{T}}\right)
\end{array}\right)
$$

and

$$
\begin{equation*}
R_{l}^{\lambda}(\nabla g(x))\left(R_{l}^{x}\right)^{T}=\nabla g_{[l]}\left(x_{[l]}\right) \tag{3.6}
\end{equation*}
$$

Further,

$$
\begin{aligned}
R_{l}^{x}(\nabla h)^{T} \Sigma(\nabla h)\left(R_{l}^{x}\right)^{T}= & R_{l}^{x}\left(\sum_{t=1}^{N_{T}}\left(\nabla h_{I}^{t}\left(x^{t}\right)\right)^{T} \Sigma_{I}^{t}\left(\nabla h_{I}^{t}\left(x^{t}\right)\right)\right)\left(R_{l}^{x}\right)^{T} \\
& +R_{l}^{x}\left(\sum_{t=1}^{N_{T}-1}\left(\nabla h_{R}^{t}\left(x^{t+1}, x^{t}\right)\right)^{T} \Sigma_{R}^{t}\left(\nabla h_{R}^{t}\left(x^{t+1}, x^{t}\right)\right)\right)\left(R_{l}^{x}\right)^{T} \\
= & \sum_{t \in \mathcal{T}_{l}} R_{l}^{x}\left(\nabla h_{I}^{t}\left(x^{t}\right)\right)^{T} \Sigma_{I}^{t}\left(\nabla h_{I}^{t}\left(x^{t}\right)\right)\left(R_{l}^{x}\right)^{T} \\
& +\sum_{t=t_{l}^{-}-1}^{t_{l}^{+}} R_{l}^{x}\left(\nabla h_{R}^{t}\left(x^{t+1}, x^{t}\right)\right)^{T} \Sigma_{R}^{t}\left(\nabla h_{R}^{t}\left(x^{t+1}, x^{t}\right)\right)\left(R_{l}^{x}\right)^{T} \\
= & \left(\nabla_{x_{[l]}} h_{I,[l]}\left(x_{[l]}\right)\right)^{T} \Sigma_{I,[l]}\left(\nabla_{x_{[l]}} h_{I,[l]}\left(x_{[l]}\right)\right) \\
& +\left(\nabla_{x_{[l]}} h_{R,[l]}\left(x_{[l]}, x^{t_{l}^{-}-1}, x^{t_{l}^{+}+1}\right)\right)^{T} \Sigma_{R,[l]}\left(\nabla_{x_{[l]}} h_{R,[l]}\left(x_{[l]}, x^{t_{l}^{-}-1}, x^{t_{l}^{+}+1}\right)\right) \\
= & \left(\nabla_{x_{[l]}} h_{[l]}\left(x_{[l]}, x^{t_{l}^{-}-1}, x_{l}^{t_{l}^{+}+1}\right)\right)^{T} \Sigma_{[l]}\left(\nabla_{x_{[l]}} h_{[l]}\left(x_{[l]}, x_{l}^{t_{l}^{-}-1}, x^{t_{l}^{+}+1}\right)\right)
\end{aligned}
$$

where we used that $\nabla h_{I}$ is of similar form as $\nabla g$.
Note that $h_{R,[l]}$ is a function of $x^{t}$ for $t \in \mathcal{T}_{l} \cup\left\{t_{l}^{-}-1\right\} \cup\left\{t_{l}^{+}+1\right\}$, whereas $\nabla_{x_{[l]}} h_{R,[l]}(x)$ is a constant matrix. In the following, we consider $h_{R,[l]}$ as a function of $x_{[l]}$ with some fixed vectors $v^{-}, v^{+}$in place of $x^{t_{l}^{-}-1}$ and $x^{t_{l}^{+}+1}$.

Define the local Lagrangian function

$$
\mathcal{L}_{[l]}\left(x_{[l]}, \lambda_{[l]}, \mu_{[l]}\right)=\sum_{t \in \mathcal{T}_{l}} \tau f\left(x^{t}\right)+\lambda_{[l]}^{T} g_{[l]}\left(x_{[l]}\right)+\mu_{[l]}^{T} h_{[l]}\left(x^{[l]}\right) .
$$

Since all temporal couplings are linear, $\nabla_{x x}^{2} \mathcal{L}$ is block diagonal and it holds

$$
R_{l}^{x} \nabla_{x x}^{2} \mathcal{L}(x, \lambda, \mu)\left(R_{l}^{x}\right)^{T}=\nabla_{x_{[l]} x_{[l]}}^{2} \mathcal{L}(x, \lambda, \mu)=\nabla_{x_{[l]} x_{[l]}}^{2} \mathcal{L}_{[l]}\left(x_{[l]}, \lambda_{[l]}, \mu_{[l]}\right) .
$$

Thus, $A_{l}$ can be written as

$$
A_{l}(x, s, \lambda, \mu)=\left(\begin{array}{cc}
H_{[l]}\left(x_{[l]}, \lambda_{[l]}, \mu_{[l]}\right) & \left(\nabla g_{[l]}\left(x_{[l]}\right)\right)^{T}  \tag{3.7}\\
\nabla g_{[l]}\left(x_{[l]}\right) & 0
\end{array}\right)
$$

with $H_{[l]}\left(x_{[l]}, \lambda_{[l]}, \mu_{[l]}\right)=\nabla_{x_{[l]} x_{[l]}}^{2} \mathcal{L}_{[l]}\left(x_{[l]}, \lambda_{[l]}, \mu_{[l]}\right)+\left(\nabla h_{[l]}\left(x_{[l]}\right)\right)^{T} \Sigma_{[l]}\left(\nabla h_{[l]}\left(x_{[l]}\right)\right)$.
Therefore, $A_{l}$ is the KKT matrix obtained when applying algorithm 1 to the optimization problem corresponding to the Lagrangian function $\mathcal{L}_{[l]}$. This problem has the form of (TCOPF) with $\mathcal{T}$ replaced by $\mathcal{T}_{l}$ and additional "boundary conditions" $v^{-}, v^{+}$:

$$
\left(T C O P F_{l}\left(v^{-}, v^{+}\right)\right)\left\{\begin{aligned}
\left.\min _{\left(x^{t}\right)_{t \in \mathcal{T}_{l}} \sum_{t \in \mathcal{T}_{l}} \tau f\left(x^{t}\right)}\right) & \text { s.t. } \\
g^{t}\left(x^{t}\right) & =0, t \in \mathcal{T}_{l} \\
h_{I}^{t}\left(x^{t}\right) & \leq 0, t \in \mathcal{T}_{l} \\
h_{R}^{t}\left(x^{t+1}, x^{t}\right) & \leq 0, t \in \mathcal{T}_{l} \backslash\left\{t_{l}^{+}\right\} \\
h_{R}^{t_{l}^{-}-1}\left(x^{t_{l}^{-}}, v^{-}\right) & \leq 0 \\
h_{R}^{t_{1}^{+}}\left(v^{+}, x^{t_{l}^{+}}\right) & \leq 0 .
\end{aligned}\right.
$$

Using the results above, one can show that the restriction of global KKT points are KKT points of the local problem:

Lemma 3.1. Let $\left(x^{*}, \lambda^{*}, \mu_{I}^{*}, \mu_{R}^{*}\right)$ be a KKT point of $(T C O P F)$. Then $\left(x_{[l]}^{*}, \lambda_{[l]}^{*}, \mu_{I,[l]}^{*}, \mu_{R,[l]}^{*}\right)$ is a KKT point of $\left(T C O P F_{l}\left(x^{*, t_{l}^{-}-1}, x^{*, t_{l}^{+}+1}\right)\right)$.

Proof The validity of primal feasibility, dual feasibility and complementary slackness condition in the KKT conditions for $\left(T C O P F_{l}\left(x^{*, t_{l}^{-}-1}, x^{*, t_{l}^{+}+1}\right)\right)$ follows directly from the corresponding conditions in $(K K T)$. The stationarity condition for $\left(T C O P F_{l}\left(x^{*, t_{l}^{-}-1}, x^{*, t_{l}^{+}+1}\right)\right)$ can be obtained by restricting the stationarity condition in $(K K T)$ with $R_{l}^{x}$.

In order to analyse the invertibility of $A_{l}$ we use the following result which is variant of Theorem 3.2 in [4]:

Lemma 3.2. Let

$$
K=\left(\begin{array}{cc}
H & B^{T} \\
B & 0
\end{array}\right) \text { with } H \in \mathbb{R}^{n \times n}, B \in \mathbb{R}^{m \times n}, m \leq n
$$

and $Z \in \mathbb{R}^{n \times l}$ denote $a$ basis of null $B$. Then it holds:
i) If $K$ is invertible then $\operatorname{rank} B=m$.
ii) If $\operatorname{rank} B=m$ and $Z^{T} H Z$ is invertible then $K$ is invertible.

## Proof See Appendix.

Assuming nonsingularity of the global KKT matrix $A$, Lemma $3.2(i)$ yields that the Jacobian of equality constraints $\nabla g$ has full row rank. Due to the block diagonal structure of $\nabla g$, see (3.5), $\nabla g_{[l]}$ has full row rank as well. Thus, to ensure nonsingularity of $A_{l}$, by means of Lemma 3.2 (ii) it is sufficient to ensure nonsingularity of $Z_{[l]}^{T} H_{[l]} Z_{[l]}$, with $Z_{[l]}$ being a basis of null $\nabla g_{[l]}$.

By choosing a basis of orthonormal vectors $Z_{[l]}$ and adding a multiple of the identity matrix $\epsilon I, \epsilon>0$ to $H_{[l]}, Z_{[l]}^{T} H_{[l]} Z_{[l]}$ is modified to $Z_{[l]}^{T} H_{[l]} Z_{[l]}+\epsilon I$. Therefore, nonsingularity of $Z_{[l]}^{T} H_{[l]} Z_{[l]}$ can be obtained for $\epsilon$ being large enough. In a practical implementation this can be done if the LU-factorization of $A_{l}$ without modification fails. Since $A_{l}$ is just used as preconditioner, this modification only influences the convergence of the linear solver, but not the result of solving $A v=b$.

### 3.1.4 Relationship between ASM and Constraint Preconditioner

Let

$$
\tilde{A}_{l}:=\tilde{R}_{l} A \tilde{R}_{l}^{T} \in \mathbb{R}^{\tilde{n}_{l} \times \tilde{n}_{l}}
$$

be the restriction of $A$ to the nonoverlapping sub-domain $\tilde{\mathcal{T}}_{l}=\left\{\tilde{t}_{l}^{-}, \ldots, \tilde{t}_{l}^{+}\right\}$. In this case, the corresponding ASM

$$
\tilde{M}_{A S M}=\sum_{l=1}^{q} \tilde{R}_{l}^{T} \tilde{A}_{l}^{-1} \tilde{R}_{l}
$$

reduces to a block Jacobi method with omitted couplings between variables assigned to $\tilde{t}_{l}^{+}$and $\tilde{t}_{l+1}^{-}$for each sub-domain $l$. Permuting $\tilde{M}_{A S M}$ with $P$ defined by (2.10), yields a block diagonal matrix which is the inverse of the permuted KKT matrix $\hat{A}$ with neglected off-diagonal blocks $A_{t_{l}^{+} t_{l+1}^{-}}$for $l=1, \ldots, q-1$.

Since these omitted couplings only arise in the (1,1)-block of $A$, namely in $(\nabla h)^{T} \Sigma(\nabla h), \tilde{M}_{A S M}$ has the form of constraint preconditioner for $A$ :

$$
\tilde{M}_{A S M}=\left(\begin{array}{cc}
\tilde{H} & (\nabla g)^{T} \\
\nabla g & 0
\end{array}\right)^{-1} .
$$

As pointed out in section $2.3,1$ is an eigenvalue of $\tilde{M}_{A S M} A$ of multiplicity $2 n^{\lambda}$ and the remaining $n^{x}-n^{\lambda}$ eigenvalues are solutions of a generalized eigenvalue problem of the following form:

$$
Z^{T}(\underbrace{\nabla_{x x}^{2} \mathcal{L}+(\nabla h)^{T} \Sigma(\nabla h)}_{=: H}) Z v=\lambda Z^{T} \tilde{H} Z v .
$$

For a low number of sub-domains $q$, one might expect $\tilde{H}$ to be a good approximation to $H$, leading to a clustered spectrum $\mathcal{S}\left(\tilde{M}_{A S M} A\right)$ close to one. However, the more sub-domains, the more neglected couplings and the less accurate does $\tilde{H}$ approximate $H$. This results in a more scattered eigenvalue distribution of $\tilde{M}_{A S M} A$, but still a large number of eigenvalues are equal to 1 . The corresponding behaviour of GMRES preconditioned by $\tilde{M}_{A S M}$ is illustrated by the numerical example in section 4.1.

### 3.2 Coarse Grid Correction

The main computational effort remains in factorizing $A_{l}$ and applying $M_{A S M}$. Obviously, increasing the number of sub-domains $q$ results in smaller sub-matrices $A_{l}$ and therefore significant reduction of computing time for the factorization step. However, since information about the solution on different sub-domains is only exchanged between neighbouring sub-domains, an increasing number of sub-domains generally leads to an increasing number of GMRES iterations. To remedy this effect, a common approach consists of augmenting ASM with a mechanism that ensures the exchange of global information across all sub-domains. This leads to the concept of Coarse Grid Correction [17].

### 3.2.1 Abstract Coarse Grid Correction

To augment $M_{A S M}$ with a coarse grid correction, we need a restriction operator similar to $R_{l}$ in Section 3.1.1:

$$
R_{0}:=\left(\begin{array}{cc}
R_{0}^{x} & 0  \tag{3.8}\\
0 & R_{0}^{\lambda}
\end{array}\right) \in \mathbb{R}^{n_{0} \times n} \text { with } R_{0}^{x} \in \mathbb{R}^{n_{0}^{x} \times n^{x}}, R_{0}^{\lambda} \in \mathbb{R}^{n_{0}^{\lambda} \times n^{\lambda}}
$$

In contrast to $R_{l}^{x}, R_{0}^{x}$ extracts components of $x$ that are distributed over the whole vector instead of a locally clustered part. The same holds for $R_{0}^{\lambda}$. In the next section, we describe $R_{0}^{x}$ and $R_{0}^{\lambda}$ in more detail.

Similar to (3.3) we define a coarse system matrix by restricting the global matrix $A$ :

$$
A_{0}=R_{0} A R_{0}^{T}
$$

Now, a two-level ASM is given by the following algorithm [17]:
Algorithm 4. Two-Level Additive Schwarz Method $v=$ ASM2(b)
Set $v=0$
For $l=1, \ldots, q$
$v \leftarrow v+R_{l}^{T} A_{l}^{-1} R_{l} b$
Compute $r=b-A v$
Set $v \leftarrow v+R_{0}^{T} A_{0}^{-1} R_{0} r$
or equivalently,

$$
v=M_{A S M} b+\underbrace{R_{0}^{T} A_{0}^{-1} R_{0}}_{=: M_{0}}\left(b-A M_{A S M} b\right)=\left(M_{0}+\left(I-M_{0} A\right) M_{A S M}\right) b=: M_{A S M 2} b .
$$

Thus, the standard ASM algorithm 3 is extended by an additional defect correction step. ASM2 is an hybrid algorithm with parallelized sub-domain approximation and coarse grid correction being performed in sequential.

Defining the error $e_{A S M}=v_{*}-v_{A S M}$ w.r.t. the exact solution $v_{*}$ and the ASM approximation $v_{A S M}$, it holds

$$
r=b-A v_{A S M}=A v_{*}-A v_{A S M}=A\left(v_{*}-v_{A S M}\right)=A e_{A S M}
$$

Assuming that local error components are rather small due to the exact sub-domain solutions by $A_{l}^{-1}$,

$$
e_{0}=R_{0}^{T} A_{0}^{-1} R_{0} r
$$

should yield a good approximation to $e_{A S M}$. Therefore, by

$$
v=v_{A S M}+e_{0} \approx v_{A S M}+e_{A S M}=v_{*}
$$

one might obtain an improved approximation to the exact solution.

### 3.2.2 Construction of a Coarse Restriction Operator

In this section we describe the construction of our coarse restriction operator $R_{0}$ in more detail. This approach is motivated by the usage of coarse grid corrections in context of numerical solution of PDEs. In this area, coarse systems are usually obtained by discretizing the arising differential operators on the complete domain but with lower resolution [17]. Therefore, our coarse grid $\mathcal{T}_{0}$ should also cover the whole range of time steps $\mathcal{T}$ but with lower temporal resolution. To this end, define the coarse grid

$$
\mathcal{T}_{0, c}:=\left\{t=c s+1, t \in \mathcal{T}, s \in \mathbb{N}_{0}\right\} \cup\left\{N_{T}\right\} \text { with } c \in \mathbb{N}, c \geq 2
$$

$\mathcal{T}_{0, c}$ contains every $c$-th time step in $\mathcal{T}$ and both end points. In the following, set $c=2$ and write $\mathcal{T}_{0}=\mathcal{T}_{0,2}$. As in section 3.1.1, we define restrictions of vectors $x \in \mathbb{R}^{n^{x}}, \lambda \in \mathbb{R}^{n^{\lambda}}$ by

$$
\begin{aligned}
x_{[0]} & =\left[x_{[0]}^{t}\right]_{t \in \mathcal{T}_{0}}=\left[x^{t}\right]_{t \in \mathcal{T}_{0}} \in \mathbb{R}^{n_{0}^{x}} \\
\lambda_{[0]} & =\left[\lambda_{[0]}^{t}\right]_{t \in \mathcal{T}_{0}}=\left[\lambda^{t}\right]_{t \in \mathcal{T}_{0}} \in \mathbb{R}^{n_{0}^{\lambda}} \\
n_{0}^{x} & =\sum_{t \in \mathcal{T}_{0}} n^{x, t}, n_{0}^{\lambda}=\sum_{t \in \mathcal{T}_{0}} n^{\lambda, t}, n_{0}=n_{0}^{x}+n_{0}^{\lambda} .
\end{aligned}
$$



Figure 2: One side extrapolation of variables from coarse to fine space


Figure 3: Two side interpolation of variables from coarse to fine space

Furthermore, we define for $t \in \mathcal{T}$ the nearest points in $\mathcal{T}_{0}$ by

$$
\mathcal{I}_{-}(t):=\max \left\{t_{0} \in \mathcal{T}_{0}, t_{0} \leq t\right\} \text { and } \mathcal{I}_{+}(t):=\min \left\{t_{0} \in \mathcal{T}_{0}, t_{0} \geq t\right\}
$$

We construct the restriction operator $R_{0}$ by giving a form of its transpose $R_{0}^{T}$, i.e., the prolongation from coarse to fine space variables. Thus, we have to describe how to obtain values for those variables $x^{t}, \lambda^{t}, t \notin \mathcal{T}_{0}$ that are not part of the coarse space.

Note that in the optimization problem $(T C O P F)$ the equality constraints $g^{t}\left(x^{t}\right)=0$ are completely decoupled. In order to preserve this structure, the prolongation operator for multipliers $\left(R_{0}^{\lambda}\right)^{T}$ should not introduce any couplings between $\lambda_{[0]}^{t}, \lambda_{[0]}^{s}$ for $t \neq s$. Therefore, we use a one side extrapolation to obtain values for $\lambda^{t}, t \notin \mathcal{T}_{0}$.

The prolongation operator for multipliers $\left(R_{0}^{\lambda}\right)^{T}: \mathbb{R}^{n_{0}^{\lambda}} \rightarrow \mathbb{R}^{n^{\lambda}}$ is now given such that a coarse multiplier $\tilde{\lambda}=\left[\tilde{\lambda}^{t}\right]_{t \in \mathcal{T}_{0}} \in \mathbb{R}^{n_{0}^{\lambda}}$ is mapped to the space of fine multipliers by

$$
\left(R_{0}^{\lambda}\right)^{T} \tilde{\lambda}=\left(\begin{array}{c}
\lambda^{1} \\
\vdots \\
\lambda^{N_{T}}
\end{array}\right) \text { with } \lambda^{t}=\tilde{\lambda}^{\mathcal{I}_{-}(t)}
$$

For primal variables $x^{t}=\left(\begin{array}{llll}\Theta^{t} & U^{t} & P_{G}^{t} & Q_{G}^{t}\end{array}\right)^{T}$ the situation is slightly different. Since there is no coupling between $\Theta^{t}$, $\Theta^{s}$ for $t \neq s$ in $(T C O P F)$, we use the same type of prolongation as for dual variables $\lambda$. The same holds for $U^{t}$ and $Q_{G}^{t}$. In contrast, $P_{G}^{t}, P_{G}^{t+1}$ are coupled via $h_{R}^{t}$. This type of variables are prolongated by interpolation. To sum up, the prolongation operator for primal variables $\left(R_{0}^{x}\right)^{T}: \mathbb{R}^{n_{0}^{x}} \rightarrow \mathbb{R}^{n^{x}}$ maps a coarse primal variable $\tilde{x}=\left[\tilde{x}^{t}\right]_{t \in \mathcal{T}_{0}} \in \mathbb{R}^{n_{0}^{x}}, \tilde{x}^{t}=\left(\begin{array}{llll}\tilde{\Theta}^{t} & \tilde{U}^{t} & \tilde{P}_{G}^{t} & \tilde{Q}_{G}^{t}\end{array}\right)^{T}$ into the fine space via

$$
\begin{aligned}
\left(R_{0}^{x}\right)^{T} \tilde{x} & =\left(\begin{array}{c}
x^{1} \\
\vdots \\
x^{N_{T}}
\end{array}\right), x^{t}=\left(\begin{array}{c}
\Theta^{t} \\
U^{t} \\
P_{G}^{t} \\
Q_{G}^{t}
\end{array}\right) \text { such that } \\
\Theta^{t} & =\tilde{\Theta}^{\mathcal{I}_{-}(t)} \\
U^{t} & =\tilde{U}^{\mathcal{I}_{-}(t)} \\
Q_{G}^{t} & =\tilde{Q}_{G}^{\mathcal{I}_{-}(t)} \\
P_{G}^{t} & =\frac{t-\mathcal{I}_{-}(t)}{\mathcal{I}_{+}(t)-\mathcal{I}_{-}(t)} \tilde{P}_{G}^{\mathcal{I}_{-}(t)}+\frac{\mathcal{I}_{+}(t)-t}{\mathcal{I}_{+}(t)-\mathcal{I}_{-}(t)} \tilde{P}_{G}^{\mathcal{I}_{+}(t)}
\end{aligned}
$$

Both kind of prolongation operators are illustrated in Figure 2 and 3.

### 3.2.3 Implementation

The setup of $M_{A S M 2}$ consists of setting up $M_{A S M}$ and two additional steps, namely constructing and factorizing the coarse system matrix $A_{0}$. These steps can be done either in sequential or in parallel.

In the sequential case, construction of $A_{0}$ requires communication between one master processor (computes and stores $A_{0}$ in its local memory) and all other other processors $l$ (each storing $\tilde{R}_{l} A$ in its local memory). Afterwards, the restriction operator $R_{0}$ is applied by the master process to obtain $A_{0}$ and a LU-factorization is computed.

In the parallel case, each processor $l$ stores the local part $\tilde{R}_{l} R_{0}^{T}$ of $R_{0}$ in its local memory and construction of $A_{0}$ is done in parallel which involves communication with processors $l-1$ and $l+1$. To compute an LU-factorization of $A_{0}$ one can use a parallel direct solver. Since the parallel efficiency for these kind of solvers often deteriorates with increasing number of processors, it might be advantageous to use just a subset of all available processors.

When applying $M_{A S M 2}$, the residual $r=b-A v_{A S M}$ has to be computed after the application of $M_{A S M}$. This computation is done in parallel by all processors that were used to compute $v_{A S M}=M_{A S M} b$. Here, communication is necessary for distributing $v_{A S M}$ over all processors. The computation of $R_{0}^{T} A_{0}^{-1} R_{0} r$ is done by those processors that were previously used to set up $A_{0}$. Each such processors extracts its local part of the residual $r$ and performs one forward and backward solve. Finally, the result of $A_{0}^{-1} R_{0} r$ is prolongated to the fine space and added to the global vector $v$. Each of these steps involves global communication.

### 3.3 Multilevel ASM

The numerical experiments in section 4 will show that the previously defined coarse grid correction can substantially reduce the number of iterations of ASM-preconditioned GMRES. However, the dimension of the corresponding coarse system matrix $A_{0}$ is only divided by a factor of 2 compared to the dimension of the original matrix $A$. So $A_{0}$ might still be too large to be factorized in reasonable time. Fortunately, there exists a (quite straightforward) solution for this problem: Instead of factorizing $A_{0}$ and computing an exact solution of $e=A_{0}^{-1} R_{0} r$ in algorithm 4, we solve the system $A_{0} e=R_{0} r$ approximately by applying again the two-level ASM algorithm 4. This can be done recursively, leading to the concept of Multilevel Methods [11].

### 3.3.1 Mathematical Formulation

In the following, we consider a hierarchy of $K+1$ grids of different temporal resolution given by

$$
\begin{aligned}
\mathcal{T}^{K} & =\mathcal{T} \\
\mathcal{T}^{k} & =\left\{t=2 s+1, t \in \mathcal{T}^{k+1}, s \in \mathbb{N}_{0}\right\} \cup\left\{N_{T}\right\}, k=K-1, \ldots, 0
\end{aligned}
$$

Each grid, except of the coarsest, is decomposed into $q$ overlapping sub-grids, see section 3.1.1,

$$
\mathcal{T}^{k}=\bigcup_{l=1}^{q} \mathcal{T}_{l}^{k}, k=1, \ldots, K
$$

and for each sub-grid $\mathcal{T}_{l}^{k}$ let $R_{l}^{k} \in\{0,1\}^{n_{l}^{k} \times n^{k}}$ denote the corresponding restriction operator as defined in (3.1) and (3.2). Here,

$$
n_{l}^{k}=\sum_{t \in \mathcal{T}_{l}^{k}} n^{x, t}+n^{\lambda, t}, n^{k}=\sum_{t \in \mathcal{T}^{k}} n^{x, t}+n^{\lambda, t} .
$$

With $R_{0}^{k}$ we denote the restriction operator from $\mathcal{T}^{k}$ to $\mathcal{T}^{k-1}$, see (3.8). For each level, we define the corresponding global system matrix by

$$
\begin{aligned}
A^{K} & =A \\
A^{k} & =R_{0}^{k+1} A^{k+1}\left(R_{0}^{k+1}\right)^{T}, k=K-1, \ldots, 0
\end{aligned}
$$

and sub-matrices by

$$
A_{l}^{k}=R_{l}^{k} A^{k}\left(R_{l}^{k}\right)^{T}, l=1, \ldots, q, k=1, \ldots, K
$$

The ASM preconditioner on each level $k \geq 1$ is then obtained by

$$
M_{A S M}^{k} b:=\sum_{l=1}^{q}\left(R_{l}^{k}\right)^{T}\left(A_{l}^{k}\right)^{-1} R_{l}^{k} b
$$

Our multilevel additive Schwarz method (MLASM) is now given as V-cycle in the standard multilevel framework with an ASM-preconditioned Richardson Iteration as pre- and post-smoother, see chapter 4 in [11]:

```
Algorithm 5. Multilevel Additive Schwarz Method \(v=\operatorname{MLASM}(r, k)\)
If \(k=0\)
    Compute \(v=\left(A^{0}\right)^{-1} r \quad\) (0) exact coarse solution
    Return \(v\)
```

Else

| $v^{k}=S^{k}\left(0, r, \nu_{1}\right)$ | (1) pre smoothing |
| :--- | :--- |
| $r^{k}=r-A^{k} v^{k}$ | (2) residual computation |
| $r^{k-1}=R_{0}^{k} r^{k}$ | (3) restriction |
| $e^{k-1}=M L A S M\left(r^{k-1}, k-1\right)$ | (4) approximate error |
| $e^{k}=\left(R_{0}^{k}\right)^{T} e^{k-1}$ | (5) prolongation |
| $v^{k} \leftarrow v^{k}+e^{k}$ | (6) defect correction |
| $v=v^{k}+S^{k}\left(v^{k}, r, \nu_{2}\right)$ | (7) post smoothing |

Return $v$

The preconditioned Richardson iteration at level $k$ is defined by
Algorithm 6. Preconditioned Richardson Iteration $v=S^{k}(x, r, \nu)$

$$
\begin{aligned}
& \text { Set } v=x \\
& \text { For } i=1, \ldots, \nu \\
& \qquad v
\end{aligned}
$$

where $\nu$ denotes the number of smoothing steps. Typical values for $\nu_{i}$ are in the range of 1 to 5 . We use the Richardson iteration, because it is one of the simplest iterative methods for solving linear systems. It only consists of applying ASM $\nu$ times with a residual update after each iteration.

### 3.3.2 Implementation

Like in the previous cases, we use MLASM as right preconditioner for GMRES applied to $A v=b$, i.e., we solve

$$
B u=b, v=\operatorname{MLASM}(u, K)
$$

with the operator

$$
B: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, u \mapsto A \operatorname{MLASM}(u, K)
$$

For the parallel implementation of algorithm 5 on $q$ processors we combine the data structurs presented in section 3.1.2 and 3.2.3, i.e., every processor $l$ stores $\tilde{R}_{l}^{k} A^{k}, k=1, \ldots, K$ in its local memory. The coarse system matrix $A^{0}$ is distributed over a subset of $q_{0}$ processors, where $q_{0}$ depends on the dimension of $A^{0}$. As mentioned in section 3.2.3, using $q_{0}<q$ might be computationally more efficient if $\mathcal{T}^{0}$ just covers a few time steps. Setting up $M_{A S M}^{k}$ and $L^{0} U^{0}=A^{0}$ is done successively for $k=1, \ldots, K$ but parallel within each level $k$.

The costs for the setup phase are dominated by LU-factorizations of $A_{l}^{k}$. Assume that the number of floating point operations for computing $L U=A_{l}^{k}$ is approximately given by $C\left(T_{l}^{k}\right) \approx c\left(T_{l}^{k}\right)^{\alpha}$ with $T_{l}^{k}=\left|\mathcal{T}_{l}^{k}\right|, \alpha \geq 1$ and $c$ being independent of $k, l$. For simplicity, assume further that $T_{l}^{k}=\frac{1}{q} \frac{N_{T}}{2^{K-k}}$, i.e., we ignore the overlap of sub-domains $s_{o l}$. Then the number of floating point operations $C_{l}$ for computing factorizations of $A_{l}^{k}$ for all levels $k=1, \ldots, K$ on each processor $l$ can approximately be computed by

$$
C_{l}=\sum_{k=1}^{K} C\left(T_{l}^{k}\right)=c \sum_{k=1}^{K}\left(\frac{N_{T}}{q 2^{K-k}}\right)^{\alpha}=c N_{T}^{\alpha} \frac{1}{q^{\alpha}} \sum_{k=1}^{K}\left(\frac{1}{2^{\alpha}}\right)^{K-k}=\bar{C} \frac{1}{q^{\alpha}} \frac{1-\frac{1}{2^{\alpha K}}}{1-\frac{1}{2^{\alpha}}} .
$$

If the factorization of $A^{0}$ is computed in sequential, the total number of floating point operations on each processor $l$ is given by

$$
\bar{C}_{l}=\bar{C}\left(\frac{1}{q^{\alpha}} \frac{1-\frac{1}{2^{\alpha K}}}{1-\frac{1}{2^{\alpha}}}+\frac{1}{2^{\alpha K}}\right)=: \bar{C} \rho_{\alpha}(q, K)
$$

with $\bar{C}$ denoting the number of operations for computing $L U=A$. Thus, the maximal possible speedup that can be obtained by GMRES + MLASM compared to a sequential LU-factorization is bounded from above by $\rho_{\alpha}(q, K)$.

When applying MLASM, the operations (1-7) within level $k \geq 1$ are done consecutively, but every single operation is parallelized. Communication between processors assigned to neighbouring sub-domains $\mathcal{T}_{l}^{k}$ is necessary in steps 1,4 and 7 . The final coarse grid correction $\operatorname{MLASM}\left(r^{0}, 0\right)$ is done as described in section 3.2.3.

## 4 Numerical Experiments

In this section, we present some results for our previously proposed methods applied to two different (TCOPF) problems. For both test cases we use the grid data case3120sp provided by MATPOWER [21]. This grid consists of 3120 nodes, 248 generators and 3693 transmission lines. We consider a time period $\mathcal{T}=\{1, \ldots, 64\}$ with step size $\tau=1$ hour and constant upper and lower bounds $P_{G, \text { max }}^{t}, P_{G, \text { min }}^{t}, Q_{G, \text { max }}^{t}, Q_{G, \text { min }}^{t}$ with values provided by case3120sp. In order to obtain temporal varying demand data $P_{D}^{t}, Q_{D}^{t}$, we use a scaling function $\delta:[0,24] \rightarrow[0.65,1]$ that roughly models a typical demand curve for one day. We set

$$
P_{D}^{t}=\delta(t \bmod 24) \bar{P}_{D}, Q_{D}^{t}=\delta(t \bmod 24) \bar{Q}_{D}
$$

with reference demands $\bar{P}_{D}, \bar{Q}_{D}$ contained in case3120sp.
The ramp constraints $\left|P_{G}^{t+1}-P_{G}^{t}\right| \leq \tau R$ are modelled in two different ways. For the first test case we set $R=R_{I}=0.2 P_{G, \max }$ and for the second one we set $R=R_{I I}=0.8 \Delta_{P, \max }$. Here, $\Delta_{P, \max , i}:=$ $\max _{1 \leq t \leq 63}\left|P_{G, i}^{t+1}-P_{G, i}^{t}\right|$ with $P_{G}$ being the result of solving (TCOPF) with the configuration defined above but without any ramp constraints. It holds $R_{I I, i}=\beta_{i} P_{G, \max , i}$ with $\beta_{i} \in(0,0.5)$.

For solving (TCOPF) we use the PDIPM algorithm mips which is written in Matlab code and part of MATPOWER. In this algorithm we replace the standard Matlab backslash operator $\backslash$ for solving linear systems by our own linear solver. This solver consists of GMRES with right preconditioner given by the restricted versions of ASM, ASM2 and MLASM, respectively. For computing LU-factorizations of local systems $A_{l}$ and the coarse system $A_{0}$ we use SuperLU_DIST [13]. Our solver is written in C++ and makes use of the KSPFGMRES, PCASM and PCMG methods provided by PETSc [2] which is compiled in Release mode. All tests are performed on a Linux workstation with Intel Core i7-4770 CPU @ 3.40 GHz x 8 processor and $31,4 \mathrm{~GB}$ of RAM.

We set the PDIPM termination criteria $\epsilon_{\text {feas }}=\epsilon_{\text {grad }}=\epsilon_{\text {comp }}=\epsilon_{\text {cost }}=10^{-6}$ and solve the arising linear systems with relative residual tolerance $\frac{\|b-A v\|}{\|b\|} \leq 10^{-10}$, where $\|\cdot\|$ denotes the Euclidean norm. When solving linear systems with this accuracy, mips needs as many iterations to converge as when applied with direct solver \} for our test cases. GMRES is used without restarting and the maximum number of iterations is set 200. The overlap $s_{o l}$ is set to 1 for all tests.

### 4.1 Test Case 1

In a first step, we apply the one-level ASM to test case 1 and compare its performance with a block Jacobi preconditioner. As showed in section 3.1.4, the block Jacobi preconditioner has the form of a constraint preconditioner (CP).

Figure 4 shows the progress of PDIPM termination criteria $\epsilon_{\text {feas }}, \epsilon_{\text {grad }}, \epsilon_{\text {comp }}, \epsilon_{\text {cost }}$ obtained for $q=2$ sub-domains. One can observe that convergence towards a feasible point is rather fast, whereas it takes much longer to fulfill the optimality criteria $\epsilon_{\text {grad }}<10^{-6}$ and $\epsilon_{\text {comp }}<10^{-6}$.

In Figure 5 the number of GMRES iterations is plotted over the number IPM iteration index $k$. For $k \leq 70$ one can observe a slight increase in GMRES+ASM iterations for increasing $q$. This increase
in iterations is typical for one-level domain decomposition methods and is due to the fact, that the local subspace correction operators $R_{l}^{T} A_{l}^{-1} R_{l}$ allow exchange of information only between neighbouring sub-domains. The more sub-domains, the more iterations it takes to propagate information across all sub-domains. This effect becomes more intense as the PDIPM iterate converges to the exact solution because the entries $\Sigma_{i i}$ corresponding to active constraints tend towards $\infty$, leading to an increasingly ill-conditioned matrix $A$.

CP given by block Jacobi shows a similar behaviour as ASM in the first 30 IPM steps. Afterwards, only CP with two sub-domains can conserve a stable number of iterations, whereas the performance of CP-4 and CP-8 deteriorates.

Figure 6 shows the progress of speedup $\operatorname{su}(k)$ for the first $k$ IPM iterations of GMRES+ASM and SuperLU_DIST with $q=2,4,8$ processors compared to the reference solution time obtained by sequential SuperLU_DIST:

$$
\operatorname{su}(k)=\frac{\sum_{i=1}^{k} C_{1}(i)}{\sum_{i=1}^{k} C(i)}
$$

with $C_{1}(i)$ denoting the solution time of sequential SuperLU_DIST in iteration $i$ and $C(i)$ denoting the solution time in iteration $i$ of GMRES+ASM and parallel SuperLU_DIST, respectively. Obviously, the increase in GMRES iteration leads to a decreasing speedup for ASM. Nevertheless, the speedup obtained by GMRES+ASM is significantly higher than the one obtained by parallel SuperLU_DIST.

| $N_{\mathcal{B}}$ | 3120 |
| :---: | :---: |
| $N_{\mathcal{E}}$ | 3693 |
| $N_{\mathcal{P}}$ | 248 |
| $N_{\mathcal{Q}}$ | 248 |
| $N_{T}$ | 64 |
| $\tau$ | 1 |
| $n^{x, t}$ | 6736 |
| $n^{\lambda, t}$ | 6241 |
| $n^{x}$ | 431,104 |
| $n^{\lambda}$ | 399,424 |
| $n$ | 830,528 |

Table 1: Dimensions of test case 1

### 4.2 Test Case 2

When applying one-level ASM to test case 2, the number of GMRES iterations changes drastically. In this case, one can observe a large increase in iterations for both increasing number of sub-domains $q$ and increasing IPM iteration index $k$, see Figure 8. The critical index $k$ until which the number of GMRES iterations is stable, decreases from $\approx 70$ in case 1 to $\approx 11$ in case 2 . This different convergence of GMRES preconditioned by ASM is a result of tighter ramp constraints $h_{R}$, leading to corresponding entries $\Sigma_{i i}$ that grow much faster than in case 1 . Therefore, the algebraic coupling in $A$ between variables corresponding to different sub-domains $\mathcal{T}_{l}$ is stronger. The higher the number of sub-domains $q$, the more of this strong couplings are ignored by the preconditioner $M_{A S M}$ and the less accurately does it approximate the exact inverse $A^{-1}$.

Using a coarse grid correction can significantly reduce this effect. As one can observe in Figure 9, the number of GMRES iterations just slightly increases for an increasing number of sub-domains $q$ and it is even lower than in case 1. Moreover, the convergence of GMRES preconditioned by two-level ASM is rather insensitive to $k$, except of the final 10 iterations. Note that the increase in the average number

| method | av. GMRES it. |
| :---: | :---: |
| ASM-2 | 10.6 |
| ASM-4 | 18.6 |
| ASM-8 | 19.6 |
| CP-2 | 23.7 |
| CP-4 | 42.4 |
| CP-8 | 56.6 |

Table 2: Average number of GMRES iterations

|  |  |
| :---: | :---: |
| method | av. comp. time (s) |
| ASM-2 | 12.0 |
| ASM-4 | 10.5 |
| ASM-8 | 7.2 |
| LU-1 | 17.5 |
| LU-2 | 14.4 |
| LU-4 | 14.5 |
| LU-8 | 16.2 |

Table 3: Average solution time


Figure 5: Test case 1: Number of GMRES+(ASM/CP) iterations per PDIPM step for $q=2,4,8$


Figure 6: Test case 1: Progress of speedup for GMRES+ASM and SuperLU for $q=2,4,8$
of GMRES iterations from 9.0 for $q=8$ to 14.8 for $q=16$ is mainly due to the final IPM iterations. Considering only the first, say, 70 IPM iterations, the average number of GMRES iterations reduces to

| MLASM_1-2 | MLASM_1-4 | MLASM_1-8 | MLASM_1-16 |
| :---: | :---: | :---: | :---: |
| 4.3 | 4.6 | 4.7 | 6.2 |

Concerning a practical algorithm, one might think of reducing the number of sub-domains for the final stage of IPM.

Finally, we apply multilevel ASM to case 2 with different number of levels $K=1,2,3$, where MLASM with $K=1$ reduces to two-level ASM. As MLASM can be interpreted as two-level ASM with inexact coarse grid correction, one might expect less accuracy in approximating $A^{-1}$ for an increasing number of levels $K$, resulting in a higher number of GMRES iterations. This is exactly what can be observed in Figure 10. However, this increase is rather moderate in our example.

| $N_{\mathcal{B}}$ | 3120 |
| :---: | :---: |
| $N_{\mathcal{E}}$ | 3693 |
| $N_{\mathcal{P}}$ | 248 |
| $N_{\mathcal{Q}}$ | 248 |
| $N_{T}$ | 64 |
| $\tau$ | 1 |
| $n^{x, t}$ | 6736 |
| $n^{\lambda, t}$ | 6241 |
| $n^{x}$ | 431,104 |
| $n^{\lambda}$ | 399,424 |
| $n$ | 830,528 |

Table 4: Dimensions of test


Figure 7: Test case 2: Progress of $\epsilon_{\text {feas }}, \epsilon_{\text {grad }}, \epsilon_{\text {comp }}, \epsilon_{\text {cost }}$ case 2

## 5 Conclusions

In this work we propose a way of solving linear systems arising from TCOPF problems in parallel by means of overlapping Schwarz domain decomposition methods. It was shown how to apply these methods in the context of TCOPF and that the local sub-matrices correspond to localized formulations of TCOPF with additional boundary conditions. Numerical tests showed that ASM can lead to a speedup of order 3-4 for 8 processors compared to sequential and parallel direct solvers. However, for tight intertemporal constraints the performance of ASM deteriorates with an increasing number of sub-domains. We augmented ASM with a coarse grid correction and numerical tests indicated that this combination is rather insensitive to the number of sub-domains. Further, we applied the previously developed ASM and coarse grid correction in a multilevel framework.

For our test cases we observed an almost linear complexity of SuperLU_DIST for computing LUfactorization of the KKT matrix, leading to a suboptimal speedup of GMRES+ASM.

In our future work, we will apply our methodology to TCOPF problems with a higher number of intertemporal constraints. For such kind of problems we expect an increasing complexity of direct solvers and therefore larger speedup of our method. Furthermore, we will employ inexact Interior Point methods in order to take advantage of using iterative instead of direct linear solvers. The use of inexact local solvers could lead to additional reduction of computational effort.

From a theoretical point of view, we will investigate whether the abstract Schwarz theory for indefinite matrices [10] is applicable in order to obtain results concerning convergence of GMRES+ASM. The use of nonoverlapping domain decomposition methods for TCOPF could be of further interest.
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Figure 9: Test case 2: Number of GMRES+MLASM iterations per PDIPM step for $q=2,4,8,16, K=1$


Figure 10: Test case 2: Number of GMRES+MLASM iterations
per PDIPM step for $q=8, K=1,2,3$

Table 7: Average number of GMRES iterations

## Appendix

## Obtaining a Reduced Form of $\bar{A}$

Consider a linear system with matrix $\bar{A}$ defined in (2.7) as

$$
\left(\begin{array}{cccc}
H & 0 & J_{g}^{T} & J_{h}^{T} \\
0 & M & 0 & S \\
J_{g} & 0 & 0 & 0 \\
J_{h} & I & 0 & 0
\end{array}\right)\left(\begin{array}{c}
x \\
s \\
\lambda \\
\mu
\end{array}\right)=\left(\begin{array}{c}
r_{x} \\
r_{s} \\
r_{\lambda} \\
r_{\mu}
\end{array}\right) .
$$

Note that $M$ and $S$ are diagonal matrices with positive entries. Multiplying the second equation by $S^{-1}$ yields

$$
\left(\begin{array}{cccc}
H & 0 & J_{g}^{T} & J_{h}^{T} \\
0 & \Sigma & 0 & I \\
J_{g} & 0 & 0 & 0 \\
J_{h} & I & 0 & 0
\end{array}\right)\left(\begin{array}{c}
x \\
s \\
\lambda \\
\mu
\end{array}\right)=\left(\begin{array}{c}
r_{x} \\
S^{-1} r_{s} \\
r_{\lambda} \\
r_{\mu}
\end{array}\right) .
$$

Eliminating $s=-\Sigma^{-1} \mu+M^{-1} r_{s}$ given by the second equation yields

$$
\left(\begin{array}{ccc}
H & J_{g}^{T} & J_{h}^{T} \\
J_{g} & 0 & 0 \\
J_{h} & 0 & -\Sigma^{-1}
\end{array}\right)\left(\begin{array}{l}
x \\
\lambda \\
\mu
\end{array}\right)=\left(\begin{array}{c}
r_{x} \\
r_{\lambda} \\
r_{\mu}-M^{-1} r_{s}
\end{array}\right)
$$

with $\Sigma=S^{-1} M$. Eliminating $\mu=\Sigma J_{h} x-\Sigma\left(r_{\mu}+M^{-1} r_{s}\right)=\Sigma J_{h} x-\Sigma r_{\mu}-S^{-1} r_{s}$ finally yields the reduced KKT system

$$
\left(\begin{array}{cc}
H+J_{h}^{T} \Sigma J_{h} & J_{g}^{T} \\
J_{g} & 0
\end{array}\right)\binom{x}{\lambda}=\binom{r_{x}+J_{h}^{T} \Sigma\left(r_{\mu}+M^{-1} r_{s}\right)}{r_{\lambda}} .
$$

## Proof of Lemma 3.2

i) Assume $\operatorname{rank} B<m$. Then the columns of $B^{T} \in \mathbb{R}^{n \times m}$ are linearly dependent, so there is a $\lambda \in \mathbb{R}^{m} \backslash\{0\}$ with $B^{T} \lambda=0$. Setting $v=\binom{0}{\lambda} \neq 0$ yields $K v=0$ which is a contradiction to $K$ being nonsingular.
ii) Let $Z \in \mathbb{R}^{n \times l}$ be a matrix with columns forming a basis of null $B$. Since $\operatorname{rank} B=m, \operatorname{dim}(\operatorname{null} B)=$ $n-\operatorname{dim}($ range $B)=n-m$. Further, there is a matrix $Y \in \mathbb{R}^{n \times m}$ such that the columns of $[Z Y] \in \mathbb{R}^{n \times n}$ form a basis of $\mathbb{R}^{n}$ and $B Y \in \mathbb{R}^{m \times m}$ is nonsingular.

Let $v=\binom{x}{\lambda} \in \mathbb{R}^{n+m}$ such that $K v=0$. Then $B x=0$ and therefore $x=Z z$ for some $z \in \mathbb{R}^{n-m}$. Multiplying the first equation

$$
H Z z+B^{T} \lambda=0
$$

by $Z^{T}$ yields

$$
0=Z^{T} H Z z+(B Z)^{T} \lambda=Z^{T} H Z z
$$

Thus, $z=0$ and $x=Z z=0$. Multiplying the first equation again by $Y^{T}$ gives

$$
(B Y)^{T} \lambda=0
$$

and therefore $\lambda=0$.
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