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Previous research highlights the need for developing tech-
niques to improve decision making in uncertain situa-
tions. The current study explores the e�ects of a brief
training program on complex problem solving (CPS) and
dynamic decision making (DDM) performance in two
computer-simulated tasks with di�erent task character-
istics, ChocoFine (N = 76) and WinFire (N = 99). Half
of the participants in each simulation group received brief
training on 16 frequent CPS and DDM errors. We hypoth-
esized that participants who received training on potential
errors would show better performance, report fewer errors,
and show fewer behavioral errors compared to participants
who did not receive error training prior to the start of the
simulated tasks. The results showed that participants in
both error training groups had better performance scores.
Participants who received training had fewer self-reported
errors compared to the no-training group overall, and in
the ChocoFine simulation, but not the WinFire simulation.
Regarding behavioral errors, status-quo bias was related
to weaker performance in both simulations. These find-
ings have implications for leaders prone to the status-quo
bias and for organizations that could implement training
programs for DDM and CPS.

Keywords: dynamic decision making, complex problem solving, hu-
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Making successful decisions is a key challenge in
many domains of life – for instance, in business

and politics, domains that are unpredictable, complex,
and ever-changing. It is well established that faulty
decision making and human error in these domains
can lead to catastrophic consequences (e.g., Reason,
1990; 2000). However, “improving decision making
and learning in dynamic environments presents a ma-
jor challenge to researchers” (Karakul & Qudrat-Ullah,
2008, p. 20). One way to study faulty decision mak-
ing and human error is the use of microworlds, i.e.,
computer-simulated dynamic problem-solving tasks.
When working on these tasks, participants make deci-
sions, including faulty decisions, and learn from their
mistakes. In these microworld experiments, all partici-
pants’ decisions and systems data are saved in log files,
allowing a controlled approach to study of decision
making. It is also possible to systematically study the
e�ect of error-management training (EMT) in order to
improve decision making and reduce errors. If proven

successful, such decision-making and EMT could then
be implemented, adapted, and tested in various real-
life domains. Ultimately, such training could help to
save millions of dollars for businesses and organiza-
tions, potentially prevent more severe outcomes during
natural disasters for emergency planners and govern-
ment o�cials, and save lives when politicians make
health-policy related decisions.

Some findings of experimental studies on dynamic
decision making (DDM) and error analysis have been
applied to specific life domains: For example, the field
of police decision making (Harman et al., 2019), study-
ing police o�cers’ decision to shoot or not in a given
instance, and how cognitive and a�ective processing
influenced these decisions and decision errors. In an-
other example in the field of healthcare management,
DDM research has demonstrated improved treatment
strategies and reduced treatment failure of patients
with type 2 diabetes mellitus (Meyer et al., 2014).

DDM involves making decisions in complex, un-
certain, and dynamic environments (Dörner, 1996).
Complexity refers to many interconnected variables.
Uncertainty refers to lacking information and unpre-
dictable developments. Dynamics refers to the ever-
changing nature of these environments. DDM can be
defined as the process of overcoming obstacles between
a current state and a desired goal state via a multistep
process involving an individual’s cognitive, emotional,
and social abilities in a novel and dynamic environ-
ment (Dörner & Funke, 2017; Frensch & Funke, 1995;
Güss et al., 2015). Other definitions explain DDM as
a series of interdependent decisions in novel and ever-
changing environments (Brehmer, 1996; Fischer et al.,
2012; Gonzalez et al., 2005). In such environments,
the outcome is not only dependent on the individual’s
decisions, but also on the changes occurring in various
aspects of the dynamic environments (Brehmer, 1996;
Fischer et al., 2012).

An ongoing challenge for researchers is to uncover
the underlying factors that a�ect performance in DDM
tasks. Some of these factors are cognitive biases and
errors (Kahnemann & Renshon, 2009), as laboratory
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and field studies have shown (e.g., Dhami et al., 2019;
Samuelson & Zeckhauser, 1988). Examples include in-
accurate perceptions of the problem, poorly defined
goals, confirmation bias, among many others (Dörner,
1996; Dörner & Güss, 2022; Güss & Dörner, 2011;
Kahneman & Renshon, 2009).

The goal of this study is to further investigate how
individuals can improve their DDM skills and thus in-
crease their performance. To this end, we conducted
a training program on cognitive biases and errors re-
garding all the steps of the DDM process. The main
goal was to investigate whether, after providing such
an error list, human errors decreased, and performance
improved in two di�erent DDM and CPS tasks.

Whereas many studies have focused on isolated cog-
nitive biases (e.g., anchoring, Bahník et al., 2019; de-
sirability bias, Russo & Corbin, 2016), the current
study focuses on cognitive biases and errors in relation
to all the decision-making and action steps required in
complex, dynamic, and uncertain environments. The
requirements of these environments are di�erent from
the static requirements of simple choice tasks. It is not
possible to focus on only one aspect of a situation, for
example, on defining goals or on gathering informa-
tion. In these environments, the decision maker must
deal with all of the steps at the same time.

These steps are - although di�erent researchers
sometimes use di�erent terminology: (1) problem
identification; (2) goal definition; (3) information gath-
ering; (4) elaboration and prediction; (5) planning,
decision-making, and action; and (6) outcome eval-
uation and self-reflection (Edwards, 1962; Güss &
Dörner, 2011; Kele� & Yazgan, 2022; Klein, 1999;
Sternberg, 1986). When discussing each step, we will
also refer to some cognitive biases and errors (for a
complete list of the errors identified and analyzed in
the current studies see Appendix A).

(1) Problem identification: Realizing that a problem
exists is the prerequisite for all other steps and one
error is simply denying it (e.g., an alcoholic not
realizing or accepting having an addiction prob-
lem). If one realizes that a problem exists (see also
situational awareness, Nicholson & O�Hare, 2014),
then the task is to define the key elements/aspects
of the problem as one can easily get lost in irrel-
evant aspects of a big problem (Dörner, 1996).
How a problem is identified and represented af-
fects the further decision-making process (e.g.,
Billings & Hermann, 1998).

(2) Goal definition: A second demand is to identify
problem-solving goals. Since the main goals are
often vague (e.g., make profit; extinguish forest
fires), it is imperative to develop sub-goals that
help accomplish the main goal (e.g., increasing
market presence and launching new products for
a company to make profit; clear forest to avoid
further spreading of fires). An error would be not
to define goals. Through the process of identifying
a problem and creating goals to reach a possible

solution, decision-makers can begin to learn their
strengths and weaknesses and adjust their sub-
goals as they see fit (Grant et al., 2002; Sanders
& McKeown, 2008).

(3) Information gathering: Decision makers, with
their problems and goals in mind, are then faced
with the task of gathering additional information
that is relevant to their established goals. Gath-
ering further information allows decision makers
to determine whether causal relationships change
over time and how these changes occur (Ram-
narayan et al., 1997). For example, top man-
agers must gather information about the market,
target clients, potential competitors, and so on.
Fire fighters must gather information about wind
direction and strength when fighting forest fires.
Dynamic situations are ever-changing, and the ac-
quisition of new information remains a constant
task throughout all decision-making stages (Os-
man & Palencia, 2019). One error related to infor-
mation gathering is to not analyze the causes of a
problem and to not forecast possible consequences
(Dörner, 1996; Stenmark et al., 2010). Another
error is entrenchment. Individuals who experience
entrenchment may spend too much time gather-
ing all kinds of information, especially related to
irrelevant aspects of the problem.

(4) Elaboration and prediction: In the elaboration
and prediction stage, decision makers may begin
inferring aspects of their environment and how
certain variables interact (Brehmer & Dörner,
1993; Güss et al., 2015). Keeping in mind that
simple heuristics may not lead to optimal results
in novel and unstable environments, decision mak-
ers begin to realize that previously successful pro-
tocols are not suitable and as a result, become
aware of their limitations in understanding the
problem situation (Dodson & Schacter, 2002).
For example, decision makers may fail to consider
time developments (Güss & Dörner, 2011) and
may neglect to weigh their options in terms of pos-
sible long-term consequences of their actions (La-
fond et al., 2012). Choice deferment in decision
making provides additional explanation for why a
decision maker may spend a large amount of time
in this stage without moving forward (Chernev et
al., 2015; Tversky & Shafir, 1992).

(5) Planning, decision-making, and action: Complex,
dynamic, and non-transparent situations o�er a
multitude of possible choices (see also choice over-
load, e.g., Chernev et al., 2015). One must de-
velop a promising plan that then can be imple-
mented and lead to success. Research has shown
that when the number of choices increase, the like-
lihood to defer making a choice increases (e.g.,
Carroll et al., 2011). Also, the more important a
task is, the more likely it is that poeple defer mak-
ing a choice (Krijnen et al., 2015). Sometimes the
plan is to do nothing or stick with what one has
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done before. This error has been called status-
quo bias (e.g., Samuelson & Zeckhauser, 1988).
Leaving a situation and confronting uncertainty is
more di�cult and disadvantageous than not doing
anything or sticking with what one has decided or
done before (see also Kahneman et al., 1991). The
military strategist von Clausewitz (1873) named
this sticking to old rituals “methodism” (Method-

ismus; see Dörner & Meck 2022), making deci-
sions based on experience and selecting “an al-
ways recurring proceeding out of several possible
ones” (von Clausewitz, 1873, p. 63).

(6) Outcome evaluation and self-reflection: As deci-
sion makers encounter faults in their understand-
ing of the problem or see the negative conse-
quences of some of their actions, they must then
begin to revise their strategic approach or for-
mulate new strategies. Not engaging in monitor-
ing and self-reflection is an error. Self-reflective
strategies refer to an evaluation of one’s thoughts,
feelings, and behaviors (Grant et al., 2002). Re-
search has shown that individuals who engage
in self-reflection about their decision-making per-
formed better than participants who engaged in
less self-reflection (e.g., Donovan et al., 2015). In-
dividuals who self-reflect more than others have
a more accurate mental representation of their
progress and better strategic control in pursuit
of their sub-goals and main goals (Donovan et al.,
2015; Locke & Latham, 2002; Osman, 2010). The
use of self-reflection in DDM tasks allows indi-
viduals to relate new information to past knowl-
edge and assists in the understanding of new ideas
(Sanders & McKeown, 2008).

Microworlds and DDM

How can DDM be studied in complex, uncertain, and
dynamic tasks? One frequently used method is mi-
croworlds. Microworlds are computer-simulated prob-
lem situations, whose purpose is to immerse the par-
ticipant in a specific situation, for example the simu-
lation of a company. Participants are expected to for-
mulate and initiate decisions that in turn change the
simulated environment, essentially creating an endless
cycle of cause and e�ect influences between the partici-
pants’ decisions and the targeted problem environment
(Funke, 2001; Gonzalez et al., 2017). A microworld
consists of a complex, uncertain, and dynamic prob-
lem environment in which performance is assessed by
automatically recording and saving each decision the
participant makes, along with varying changes in the
system (Güss et al. 2015).

The use of microworld simulations to analyze
DDM performance allows researchers to develop com-
plex theories involving human thought and behavior
(Dörner, 1999; Dörner et al., 1999; Dörner & Güss,
2013). Using microworlds also allows researchers to
identify which strategies in each DDM task will be
more likely to lead to success or failure (Güss et al.,

2015; Schoppek & Fischer, 2017). A major advance-
ment in recent years in DDM research and microworlds
has been to simplify the environments while main-
taining the integrity of dynamic complexity (Funke &
Grei�, 2017; Gonzalez et al., 2017; Grei� et al., 2015)
yet researchers have criticized the simplicity of some of
those microworlds (e.g., Funke et al., 2017; Güss et al.,
2017). To address the possible influence of task char-
acteristics, we chose two di�erent microworlds for the
current studies: ChocoFine (Dörner, 2000) and Win-
Fire (Gerdes et al. 1993; Schaub, 2019). ChocoFine
can be described as highly complex (over 1,000 simu-
lated variables), highly uncertain due to the multitude
of variables and their interactions, and low in dynam-
ics as changes are shown only when proceeding to the
next month. WinFire can be described as moderate in
complexity (over 30 simulated variables), moderate in
uncertainty because locations where fires start are un-
known, and high in dynamics as fires spread quickly.
More details about the simulations are provided in sec-
tions Study 1 and Study 2.

Human Error and DDM Training

Past research has shown the value of active exploration
and error management training (EMT) that aids in
learning and performance (Keith & Frese, 2008); how-
ever, previous studies utilized often simple tasks in
their methodology, rather than designs that feature
complex and dynamic characteristics, i.e., microworld
simulations (Heimbeck et al., 2003). EMT is charac-
terized by both error encouragement (e.g., encouraging
mistakes as a part of learning) and active exploration
(e.g., trainees initiate, direct, and regulate their own
learning while training) (Keith & Frese, 2008). He-
imbeck and colleagues (2003) advocate for a positive
attitude towards error training along with a guided ap-
proach in the beginning of the learning process. Posi-
tive attitudes towards errors yield long-lasting learning
compared to error avoidance attitudes. According to
Heimbeck and colleagues (2003), the addition of error
training and guided behaviors revealed higher perfor-
mance compared to groups that did not receive EMT.

In recent years, researchers have identified that ex-
posure to errors in training can improve the ability
to detect them and to manage any stress associated
with goal acquisition (Damm et al., 2011; Loh et al.,
2013). Subjects who particpate in EMT show an in-
crease in self-regulatory behavior involving two com-
ponents: (1) Deploying emotional control to reduce
adverse emotional reactions to errors (Güss & Starker,
2023), and (2) active engagement in metacognitive ac-
tivities (i.e., planning, monitoring, and self-reflection).
Metacognitive activities increase with EMT because
the decision maker is forced to think through their er-
rors and therefore consider the causes of those errors
(Ivancic & Hekseth, 2000).

As previously noted, individuals who progress
through the DDM process (e.g., from problem iden-
tification to self-reflection) may experience cognitive
biases and human errors (Dörner, 1996; Güss et al.,
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2015; Ramnarayan et al., 1997). Research has sug-
gested that training individuals can diminish the in-
fluences of these common human errors and biases
(Hedge & Kavanagh, 1988; Gully et al., 2002; Donovan
et al., 2015). In one study, for example, 110 students
were trained for up to 7 hours to work with 5 dif-
ferent computer-based complex problem-solving situa-
tions (Kretzschmar & Süss, 2015). Then their perfor-
mance was assessed in a sixth simulation. The training
group participants compared to the control group par-
ticipants were significantly better at obtaining knowl-
edge; yet there was no di�erence between the two
groups regarding solving the problem, i.e., knowledge
application. One reason for the non-significant find-
ings could be that the training group did not receive
feedback, or any instruction related to self-reflection
or possible error. Another reason could be that some
errors may be apparent in one simulated situation but
not in another.

Hypotheses

The goal of the current studies was to demonstrate
how error training in regard to the DDM process can
aid and facilitate performance in novel and complex
environments. In the present study, we investigate
the e�ects of EMT on DDM performance across two
distinct microworld simulations, ChocoFine (Study 1)
and WinFire (Study 2). We are investigating if a gen-
eral list of errors in DDM and CPS tasks can be helpful
for participants in two tasks with completely di�erent
task characteristics and demands. Using two di�erent
simulations also adds to the possible generalizability
of the research findings. We hypothesized that par-
ticipants in the training conditions and across both
computer simulations will exhibit higher performance
compared to participants in the control conditions.

We also made specific predictions regarding the two
simulations. In both simulations, the goals are clearly
defined, i.e., saving forest and cities in WinFire, and
making profit in ChocoFine. Therefore, we do not ex-
pect di�erences between the two simulations regard-
ing self-reported goal definition errors. Due to the
high number of variables, ChocoFine is more non-
transparent than WinFire. Therefore, we expect more
self-reported errors in ChocoFine regarding informa-
tion collection, regarding elaboration and prediction,
and regarding planning, decision-making, and action.
We did not make predictions regarding the other two
problem-solving steps: Problem identification, and
outcome evaluation and self-reflection.

We also predict that participants in the training
conditions of both computer simulations will report
fewer self-reported errors than participants in the con-
trol conditions. Finally, as an indicator of validity, we
predict that participants who commit more behavior
errors in both computer simulations will display lower
performance scores than those participants who com-
mit fewer behavioral errors.

Study 1: ChocoFine

The main goal of Study 1 was to investigate perfor-
mance di�erences between training and non-training
group in the ChocoFine simulation (Dörner, 2000). It
is important to view decision making in relation to the
task demands as the progression of the DDM process
depends largely on the characteristics of the task envi-
ronment and the objectives. ChocoFine is a computer
simulation in which individuals take the role of the
CEO position of a chocolate-producing factory. Al-
though ChocoFine is considered highly complex, the
simulation is low regarding dynamics meaning that the
environment changes only when participants decide to
move on to the following month. ChocoFine is medium
in time pressure, as participants who complete the sim-
ulation can move on to the following month on their
own accord – although they are given a specific time
to work on a specific number of months, e.g., 1 hour
for 12 months. The level of uncertainty experienced in
the ChocoFine computer simulation task is very high,
considering the plethora of variables participants must
utilize (over 700 possible input and information vari-
ables); it is also not apparent right away which vari-
ables cause either an increase or decrease in profit.

Method

Eighty-three undergraduate students were recruited
as participants from the University of North Florida,
19 men, 63 women, and one participant identified as
‘other’. Participants’ ages ranged from 18 to 40 years
old (M = 21.20, SD = 3.67). Regarding ethnic-
ity, 65.1% of participants identified as White, 9.6% as
Black, 13.3% as Hispanic, 7.2% as Asian, and the re-
maining 4.8% as ‘Other’. There were 45 participants in
the experimental, training group and 38 participants
in the control, no-training group. Participants were
randomly assigned to one of two conditions. No pat-
tern of relationship was determined between gender
and condition, ‰2(2) = 1.90, p = .39. There was also
no significant age di�erence between the experimental
condition (M = 20.84, SD = 2.80) and the control
condition (M = 21.63, SD = 4.49), t(81) = 0.97,
p = .33. A total of five participants (3 in the ex-
perimental condition, 2 in the control condition) were
identified as extreme outliers as having a total per-
formance score smaller than ≠$1, 790, 000 and not in-
cluded in further analyses. The performance scores,
i.e., total capital in month 12, ranged then between
≠$471, 908 to $3, 086, 693. Finally, data of two par-
ticipants were not automatically saved properly (only
until month 4 and month 9) and could therefore not
be included. The two not-saved data sets were in the
experimental condition. Sometimes participants click
accidentally on “end simulation”. Thus, complete data
sets of 76 participants were used for the following anal-
yses.

Simulation instructions. In both conditions (train-
ing vs. no-training) participants received a typed
handout with in-depth instructions highlighting key
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commands for the ChocoFine simulation, alongside
screenshots for easier visual comprehension.

Error training handout. Participants received an er-
ror training handout itemizing the six identified DDM
steps with each DDM step containing two to five pos-
sible errors (e.g., “Elaboration and Prediction: Not
considering time developments: We think in the here
and now and do not consider time developments and
situational changes happening over time”; or “Evalu-
ation of Outcome and Self-Reflection: No monitoring
and self-reflection: We think sometimes that if some-
thing is going well then it does not deserve further
reflection”, see Appendix A for complete list of er-
rors). There was a total of 16 possible errors across
all DDM stages. The list is based on previous research
where researchers identified situations in the simula-
tions MORO, CHOCOFINE, and WINFIRE where er-
rors occurred (Dörner & Güss, 2022). The researchers
described 24 errors and explained why specific decision
making in these specific situations can be regarded as
an error. We selected 16 out of those 24 errors, as
the most applicable and relevant for the two simula-
tions used in this study, and we also excluded errors
referring to group processes, since we conducted the
current study in individual settings. Even though the
list includes some of the most widely shown errors (see
also Dörner & Güss, 2022; Güss, Tuason & Orduna,
2015), it is most likely not a complete list of errors in
complex and uncertain situations.

The experimenter read the list aloud with the par-
ticipants and expanded on the common human er-
rors associated with each of the DDM steps before
the start of the simulation in the experimental, train-
ing group. The control, no-training group, only re-
ceived the handout and explanation of the error train-
ing handout after completing the simulation game.

It is important to note, that for complex and uncer-
tain situations, it is di�cult to make general, always
applicable, prescriptions on what to do and how to
proceed. What constitutes an error depends on the
circumstances. It might be desirable to act quicky
and underplan, for example when a fire is approach-
ing a town in WinFire; under other circumstances, one
might be required to step back, and spend time to de-
velop a detailed plan, for example when developing a
strategy to deal with competitors in ChocoFine.

ChocoFine simulation. The ChocoFine micro-world
simulation used in the current study is both highly
complex and dynamic, with over a thousand variables
(Dörner, 2000). The main interface of the program
consists of three screens: (1) the main screen, (2) the
production screen, and (3) the marketing screen (see
Figure 1). The main screen shown in the background
of Figure 1 shows the di�erent kinds of chocolates pro-
duced by the company such as milk or bitter choco-
lates. The blue bars show how many chocolates are in
stock and green bars show the demand. The red bar
shows the total revenue of the company. The produc-
tion screen, opened here in front of the main screen,
shows the six machines of the company and which kind
of chocolates can be produced on each of them. For ex-

ample, machine 1 can produce milk, bitter, and mocha
chocolates. For each day, or week, or month, partic-
ipants can indicate which chocolates should be pro-
duced on which machines.

In the ChocoFine micro-world participants are tak-
ing the CEO postion of a small chocolate company. As
CEO, participants must make decisions in the fields
related to advertisement, marketing, production, and
hiring/firing personnel. The complexity and uncer-
tainty involved in ChocoFine requires participants to
pick and choose from a multitude of possible decisions
in each of these domains for each proceeding month.

The participants were instructed to manage produc-
tion, marketing, personnel, and sales within the com-
pany. ChocoFine is described as a top management
virtual game and considered as a complex simulation.
It was originally developed in 1993 as a tool for busi-
ness domains (Gerdes et al., 1993) at the University
of Bamberg in Germany and has been revised several
times.

Behavioral Changes in ChocoFine. (1) Performance
was assessed as the total capital decision-makers ac-
crued in month 12 at the end of the ChocoFine simu-
lation. Although there are no limits for capital earn-
ings, performance scores ranged between ≠$471, 908 to
$3, 086, 693 in the current sample. The overall mean
was $1, 132, 355 (SD = 770, 800), the median for the
sample was $1, 157, 057.

Behavioral performance errors were calculated from
the automatically saved log-file data as has been done
in other studies on CPS and DDM (e.g., Güss et al.,
2015; Stadler et al., 2019).

(2) Avoidance of DM versus Underplanning and Ac-
tionism: The emphasis on avoidance versus actionism
of decision-making areas was operationalized based on
the amount of money spent during each month for
three decision-making areas: Advertising, market re-
search, and transportation of goods. Regarding ad-
vertising, participants had the option of choosing gen-
eral brand advertising or specific advertising for each
type of chocolate or specific product profile compo-
nents (i.e., luxurious or organic chocolate). Under
the market research option, participants had access
to analyze and purchase information related to their
own products and clients, as well as their competitors’
products and clients. Finally, under the transporta-
tion decision-making area, participants had expenses
related to, for example, purchasing trucks for trans-
portation of chocolate products. Besides changing pro-
duction numbers, participants could focus therefore on
none, one, two, or all three of these areas per month.

Since both data on the lower end (avoidance) and
the higher end (Underplanning and Actionism) of the
distribution stand for errors, we standardized the vari-
able “Avoidance versus Actionism”, AAÕ

i = (AAi ≠
AAmean)2 ú 10≠9, so that it can be used as a continu-
ous variable with high scores indicating both errors.

(3) Status-quo bias/Methodism vs. Flexibility: The
variations in each decision-making area related to
methodism and flexibility of behavior were opera-
tionalized and extracted from the quantity of changes
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Figure 1. Screenshot of ChocoFine: Main Screen (Back) and Production Screen (Front).

made from one month to the next month in relation
to the total number of months concluded in each of
the three areas of decision making: Personnel, adver-
tising, market research, and transportation of goods.
Changes were coded using a binary method (e.g., “0” if
no change occurred from one month to the next month,
or “1” if a change occurred). The range was from 4 to
28. Low scores stand for few changes and methodism,
applying past decisions to the current situation; high
scores stand for many changes and indicate flexibility.

(4) Depth of information processing: The depth of
exploration was operationalized as time spent work-
ing on the first two months of the ChocoFine simu-
lation. Participants controlled proceeding from one
month to the next month of the simulation by clicking
the “continue” button after they made all decisions for
the current month. The first month requires partici-
pants to adjust to their screens therefore, we consid-
ered the first two months as a holistic representation
of exploration. Although time does not directly mea-
sure depth of information processing, past research has
shown that experts spend more time initially analyzing
a complex and dynamic situation than novices (Güss
et al., 2017; Kobus et al., 2001). This initial deep pro-
cessing has been a predictor of performance in these
studies.

Demographic survey. Participants in both condi-
tions received a demographic questionnaire after con-
cluding the simulation assessing age, gender, and eth-
nicity.

The study was approved by the Institutional Re-
view Board (#1200309-2). Participants were first in-
structed to sign an informed consent handout upon
entering the computer lab. Participants in both condi-
tions were given a detailed 3-page handout of the simu-
lation instructions that illustrated the goal of the sim-
ulation as well as the di�erent types of commands or

screens they can use. The experimenter then verbally
clarified the simulation instructions and answered any
questions the participants had before beginning the
trial version of ChocoFine. In both conditions, par-
ticipants were given a one-month trial version to com-
plete for approximately 10 minutes. This helped par-
ticipants to familiarize themselves with the simula-
tion. After the trial month, participants were given
approximately 5 minutes to ask questions about the
commands or troubleshooting the program before be-
ginning the “true” experiment version of ChocoFine.
This ChocoFine simulation took a total of 60-minutes
to complete the 12 months. Data and decisions for ev-
ery participant were automatically saved in log-files.
Upon concluding the study, all participants completed
the demographic questionnaire.

The experimental condition, however, included a 10-
minute experimenter led training after receiving a de-
tailed handout on the instructions of the ChocoFine
simulation and before starting the 1-hour simulation.
Participants in the experimental condition received the
detailed list of errors after the trial version. The exper-
imenter read with the participants through this 2-page
list (see Appendix A) and answered related questions.
This same list was given to the participants in the con-
trol group after they completed the “real” ChocoFine
simulation – and to the experimental group again as
well. Both experimental and control group were then
asked to circle all the errors they thought they might
have done while working on the simulation.

Results

Comparison of Training vs. No-training. An indepen-
dent samples t-test was conducted to compare per-
formance in ChocoFine between the experimental and
control condition. As mentioned before, five partici-
pants were identified as extreme outliers and excluded

10.11588/jddm.2024.1.90705 JDDM | 2024 | Volume 10 | Article 1 | 6

https://doi.org/10.11588/jddm.2024.1.90705


Hermida & Güss: Error Management Training

from the performance analysis and for two participants
no data were saved. The results revealed a marginally
significant di�erence between both conditions. Partic-
ipants who received error training compared to those
who did not receive error training acquired more capi-
tal and thus, showed better total performance after 12
months of ChocoFine. The results indicate a medium
e�ect size and were statistically significant using a one-
sided test (see Table 1).

An independent samples t-test was also conducted
to compare total self-reported errors in ChocoFine be-
tween the experimental and control conditions. The
results revealed a significant di�erence between train-
ing and no-training groups. Participants who received
error training reported fewer errors compared to the
participants in the no-training group (see Table 1).

We then conducted independent samples t-tests to
identify which condition (training vs. no-training) had
more errors in the main six steps of DDM: Problem
identification, goal definition, elaboration and predic-
tion, planning, DM, and action, and self-reflection.
Significance of the .05 level p-value was Bonferroni
adjusted to minimize Type 1 error to .0083. There-
fore, some of the initial findings for a p-value of .05
were not significant anymore. The results revealed a
significant di�erence between training conditions and
the total self-reported errors in the first step of the
DDM process: Problem identification. Participants in
the no-training group identified more errors related to
problem identification than the training group. Par-
ticipants in the no-training condition identified more
errors for goal definition compared to individuals who
received error training. Lastly, participants in the no-
training group reported more errors related to evalu-
ation of outcome and self-reflection compared to the
training group.

However, no significant di�erences were found be-
tween the no-training group and training group and
the three self-reported errors related to information
gathering, elaboration and prediction, and planning,
decision-making, and action (see Table 1).

Performance and Behavioral Errors/Strategies: In-
dependent samples t-tests were conducted to compare
behavioral errors identified in the ChocoFine simula-
tion between training and no-training groups. The
results indicated no significant di�erences in all three
behavioral errors/strategies (i.e., depth of information
processing, methodism vs. flexibility, and avoidance
vs. underplanning and actionism (see Table 1).

Multiple linear regression analyses were conducted
to predict performance based on the three behavioral
errors/strategies. No significant regression was found,
F (3, 72) = 1.95, p = .13 with an R2 of .08. Depth
of information processing was not a significant predic-
tor, — = .09, t = .76, p = .447. Avoidance vs. Un-
derplanning and Actionism was also not a significant
predictor, — = ≠.09, t = ≠.81, p = .42. Methodism
vs. Flexibility was a significant predictor, — = .26,
t = 2.30, p = .03. The more flexible, i.e., the more
behavior changes, the higher was the performance.

Performance and Self-Reported Errors. A Pearson
correlation was conducted between performance and
overall self-reported errors in the ChocoFine simu-
lation. Preliminary analyses were performed to en-
sure no violation of the assumption of normality, lin-
earity, and homoscedasticity. Although the result
goes in the expected direction, it revealed no signif-
icant relationship between total self-reported errors
(M = 5.49, SD = 2.42) and ChocoFine performance
(M = 1, 132, 355, SD = 770, 800), r(74) = ≠.18,
p = .13.

Multiple regression analyses were conducted to
regress performance on the 16 self-reported errors. Re-
sults were not significant, R2 = .21, F (16, 58) = .97,
p = .51. The only significant predictor was prob-
lem identification/methodism, — = ≠.35, t = ≠2.30,
p = .03.

Discussion

The main goal of Study 1 was to investigate perfor-
mance di�erences between training and non-training
groups in ChocoFine. This short training referred to
16 errors related to DDM and CPS steps. First, there
were only marginal significant performance di�erences
between the two groups (p = .08). The training group
performed slightly better than the non-training group.
Second, the training group self-reported significantly
fewer errors after the simulation and fewer errors to
problem identification and self-reflection. As previ-
ous research has shown EMT can foster more active
processing and self-reflection (e.g., Ivancic & Hekseth,
1998). Yet, the total number of self-reported errors did
not correlate significantly with performance. Third,
the two training groups did not di�er in the three be-
havioral errors and strategies as assessed in the log
files. Regression analyses showed that low status-quo
bias and high flexibility in decision making predicted
performance, a finding also shown in other research on
DDM (e.g., Güss et al., 2017).

ChocoFine is a highly complex, yet slow develop-
ing simulation. ChocoFine is also a business simula-
tion and applying business knowledge is advantageous
when working on this problem (e.g., see a comparison
of business experts and novices, Güss et al., 2017). In
study 2, we wanted to administer the same training
program, but in a dynamic situation that requires no
background knowledge and that is more dynamic.

Study 2: WinFire

The goal of Study 2 was to extend the findings from
Study 1 regarding the e�ects of EMT on performance,
yet using a simulation that requires less background
knowledge and that shows di�erent characteristics.
For Study 2, we used the WinFire simulation. Win-
Fire is a computer simulation task in which the partic-
ipants’ main objective is to extinguish forest fires while
simultaneously saving neighboring towns as well as the
forest itself (Gerdes et al., 1993; Schaub, 2019). Win-
Fire is described as moderate in complexity with few
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Table 1. Descriptive Statistics, ChocoFine Performance, and Self-Reported Error Comparisons Across Training Conditions.

Training
group

No-training
group

Outcome M (SD) M (SD) 95% CI t df p d

Performance
1, 270, 133
(699, 701)

962, 159
(829, 475)

[≠657, 471;
41, 523]

≠1.76 74 .08 .40

Self-reported errors

Problem identification 0.60 (0.54) 0.85 (0.44) [0.03, 0.48] 2.29 74 .03 .52
Goal definition 0.45 (0.55) 0.68 (0.53) [≠.03, 0.47] 1.79 74 .08 .41
Information gathering 0.76 (0.66) 0.82 (0.58) [≠0.22, 0.35] 0.43 74 .67 .10
Elaboration and prediction 1.05 (0.85) 1.29 (0.84) [≠0.14, 0.64] 1.26 74 .21 .29
Planning, DDM, and action 1.62 (0.79) 1.74 (1.05) [≠0.32, 0.55] 0.53 60.1 .60 .13
Evaluation of outcomes and
self-reflection

0.48 (0.55) 0.76 (0.50) [0.05, 0.53] 2.40 73.1 .02 .55

Total SR errors 4.95 (2.06) 6.15 (2.80) [0.08, 2.31] 2.14 74 .04 .49

Behavioral errors/strategies

Depth of information proc. 21.50 (11.02) 23.38 (11.66) [≠0.62, 0.29] 0.72 74 .47 .17
Methodism vs. Flexibility 18.00 (6.06) 16.74 (5.01) [≠0.23, 0.68] ≠0.98 74 .33 .23

Avoidance vs. Actionism
(standardized)

90.23
(246.71)

96.51
(270.29)

[≠112.07,
124.65]

0.11 74 .91 .02

variables for the participants to work with (e.g., the
use of trucks and helicopters to extinguish fires; and
obstacles such as water levels, wind speed and direc-
tion, and unknown emerging fires). Although WinFire
is considered moderate in complexity, the simulation
is highly dynamic in nature. The situation in which
participants find themselves in WinFire changes fre-
quently with every decision made by the participant.
For instance, the speed and direction in which the fires
spread may increase based on a participant’s decision
to utilize fire trucks, as they are slower to extinguish
fires than helicopters. WinFire is highly dynamic, even
without direct intervention from the participant. Fires
can start anywhere at any time. The core strategies
of the DDM process one expects to detect throughout
the WinFire simulation consist of assessing situations
rapidly and identifying crucial situations, prioritizing,
flexibility in the planning of resource allocation, and
quick long-term decision-making to evade further es-
calation of the problem (i.e., rapid spread of wildfire;
Güss et al., 2015).

Method

A total of 111 undergraduate students were recruited
from the University of North Florida; 21 men, 88
women, and two participants identified as ‘other’. Par-
ticipant’s ages ranged from 18 to 49 years (M = 21.54,

SD = 5.05). Participants’ ethnicities were identified as
64.9% White, 12.6% as Black, 15.5% as Hispanic, 4.5%
as Asian, and the remaining 2.7% as ‘Other’. There
were 59 participants in the experimental, training
group. There were 52 participants in the control, no-
training group. Participants were randomly assigned

to either condition. No pattern of relationship was
found between gender and condition, ‰2(2) = 0.80,
p = .67, meaning there was a similar distribution in
gender across both conditions. There were also no
significant age di�erence between the no-training con-
dition (M = 21.77, SD = 5.12) and the training con-
dition (M = 21.34, SD = 5.02), t(109) = -0.45, p =

.66. A total of 12 participants were excluded from
the analysis as their log files only contained partial
or extensive missing data regarding total performance
measures perhaps due to the participants accidentally
exiting the simulation before the time was over. Eight
of those participants were in the no-training condition,
four were in the training condition.

Simulation instructions. In both conditions (train-
ing vs. no-training) participants received a typed 3-
page handout with in-depth instructions highlighting
key commands for the WinFire simulation, alongside
screenshots for easier visual comprehension.

Error training handout. Participants received an er-
ror training handout that discussed and expanded on
the common human errors associated with each of the
DDM steps discussed previously in Experiment 1 (e.g.,
“Elaboration and Prediction: Not considering time de-
velopments: We think in the here and now and do not
consider time developments and situational changes
happening over time”; or “Evaluation of Outcome and
Self-Reflection: No monitoring and self-reflection: We
think sometimes that if something is going well then
it does not deserve further reflection”, see Appendix
A for a complete list of errors).

WinFire simulation. The microworld used in Exper-
iment 2 is titled WinFire (Schaub, 2019). Participants
completing the WinFire simulation assume the role of
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Figure 2. Main Screen of the WinFire Simulation with Explanations.

commander in chief of a fire department to protect the
villages and the forest from approaching fires (see Fig-
ure 2). Participants have the option to issue a series
of commands to several fire trucks and helicopters in
their e�ort to save the villages as well as the forest.
Quick decisions and multitasking are a necessary com-
ponent of WinFire to avoid fires from spreading. Per-
formance was assessed as the total percentage of the
saved, i.e., not burnt, area at the end of the simulation.
Performance scores ranged from 0% (low performance)
to 100% (high performance).

WinFire Behavioral Changes. (1) Performance:
Performance was operationalized as the total percent-
age of the forest and villages saved from the forest
fires. Total performance at second 600 was chosen as
the performance variable for the following analyses as
the simulation ended after 10 minutes. A score of 100
indicates the forest and area was saved in its entirety,
while a score of 0 indicates that none of area was saved
and everything burnt down.

The following behavioral measures operationalized
from the automatically saved log-files were assessed
similarly to ChocoFine.

(2) Avoidance of DM vs. Underplanning and Ac-
tionism: Avoidance or underplanning and actionism
errors are found under the planning, decision-making,
and action phase of DDM. The central focus of the
decision-making areas was operationalized as choos-
ing among several types of commands for any given
unit (e.g., fire trucks and helicopters). Participants
had several options to command their units to control
the forest fire. The first option that participants could
use in the WinFire simulation is the “Extinguish” com-
mand, which allows participants to smother the fire af-
ter moving their unit to a specified area. Participants

could also use the “Patrol” command, where units can
patrol a specific area of the simulation. The “Search”
command option allows units to independently seek
neighboring fires in the nearby designated area and
drive to them. Finally, the “Clear” command is used
when the burning forest fire is too extensive to ex-
tinguish. The participant will use controlled burning
of the area to prevent fires from expanding. Finally,
decision-makers can request further information to in-
quire about water storage for each unit and receive in-
formation on the state of a specific area of the forest to
determine the percentage of the forest that is currently
burning. Thus, the possible range is between zero to
four types of decisions per fire truck or helicopter unit
in a given time interval. Behavior was coded in the
first minute of the simulation, divided into four di�er-
ent time intervals (0-15 seconds, 16-30 seconds, 31-45
seconds, and 46-60 seconds), and then summed up.

Avoidance of decision making refers to being hesi-
tant in making decisions. Therefore, participants who
employed avoidance in the WinFire simulation will
have fewer instances of behaviors in any of the iden-
tified commands (i.e., Extinguish, Patrol, Search, or
Clear). On the other hand, participants who seemingly
rush through the simulation and act right away with-
out first planning their actions is another identified
error, called Underplanning and Actionism. An ex-
ample of underplanning may involve a decision-maker
dictating too many commands across all units. These
behavioral actions indicate no clear plan in the Win-
Fire simulation. Since both data on the lower end
(avoidance) and the higher end (Underplanning and
Actionism) of the distribution stand for errors, we
standardized the variable “Avoidance versus Action-
ism”, AAÕ

i = (AAi ≠ AAmean)2, so that it can be used
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as a continuous variable with high scores indicating
both errors.

(3) Methodism vs. Flexibility: The variations in
each decision-making area were operationalized from
the total number of commands that participants chose
in the first, second, third, fourth quarter of the
first minute of the WinFire simulation. For exam-
ple, decision-making changes were assessed after the
first fire begins and when the “extinguish”, “patrol”,
“search”, and/or “clear” commands were initiated.
Behavioral changes were assessed in the WinFire sim-
ulation based on the total number of commands (i.e.,
Extinguish, Patrol, Search, and Clear) from one in-
terval of time to the next interval of time. Changes
were coded using a binary coding method (e.g., “1”
indicates a change and a “0” indicates no behavioral
change). The total number of behavioral changes will
be assessed from the aggregate of interval one, inter-
val two, interval three, and interval four of the first
minute. It should be noted that although these num-
bers may not indicate an absolute change for specific
units (i.e., helicopters or fire trucks), they do indicate
a holistic change in strategy.

Status-quo bias/Methodism error refers to adopting
non-changing strategies for much of the simulation.
For example, in the first interval of time (0-15 sec-
onds), a participant sends two trucks to specific loca-
tions and gives one truck an “Extinguish” command.
During the second interval (e.g., 15-30 seconds), the
participant then proceeds to only choose the “Extin-
guish” command for a single truck rather than utiliz-
ing both trucks to extinguish neighboring fires. On the
opposite side of methodism is flexibility, participants
who illustrate errors of potentially too much flexibility
dictate too many behavioral changes during the com-
puter simulation. Flexibility per se is a good thing.
It refers to changing one’s behavioral strategy, rather
than using the same procedures in the following inter-
val of time. For example, participants use two trucks
for a given burning area, then utilize a helicopter for
another specific area and simultaneously use the “Ex-
tinguish” and “Patrol” commands. The following in-
terval, these trucks may be sent to another area in-
stead, now given the commands to “search” and/or to
“clear”. This example shows a highly flexible adaptive
approach. In sum, the lower the number, the fewer
behavior changes happened, and the more methodism
errors were shown. The higher the number, the more
flexible was the strategic approach.

(4) Depth of information processing (Incomplete In-
formation Gathering): An indicator of depth of infor-
mation processing is information gathering. Informa-
tion gathering was calculated for the first minute of
the computer simulation as the frequency that par-
ticipants actively inquired for further information, for
example, the current percentage of the burning forest
or the percentage of water in each unit. The higher
the number, the more information was gathered and
the deeper was the information processing.

Demographic survey. Finally, participants in both
conditions received a demographic questionnaire after

concluding the simulation assessing age, gender, and
ethnicity (see Appendix C).

Participants in Experiment 2 followed the same pro-
cedures as Experiment 1. Participants were first in-
structed to complete an informed consent form be-
fore receiving the simulation instructions, working on
a short test game, and then working on the “real” sim-
ulation. Participants in the control condition only re-
ceived the error training handout at the end of the
simulation whereas participants in the experimental
condition were given error training before the start of
the simulation for review and after the simulation as
well. After the simulation every participant was in-
structed to encircle all the errors, they thought they
did while working on the simulation.

The major di�erence in Experiment 2 was using the
quick action computer simulation WinFire. Partici-
pants completing the WinFire simulation first received
a detailed 3-page handout describing the simulation
and commands. Participants then completed a sep-
arate trial version of the game which lasted approxi-
mately five minutes to familiarize themselves with the
screen and commands. The “real” analyzed version
of the WinFire simulation was then completed for ten
minutes. Participants across both conditions circled
their errors on the error training handout immediately
following the end of the simulation. Upon concluding
the study, all participants were asked to fill out a brief
demographic questionnaire.

Results

Training vs. No-training Comparison. At first, we
compared performance in WinFire between the exper-
imental/training and control/no-training group. Since
the performance variable was skewed and not nor-
mally distributed, the non-parametric Mann-Whitney
U test was conducted. The Mann-Whitney U test re-
sult revealed that WinFire performance was signifi-
cantly lower in the control, no-training condition (Mdn

= 84.09, n = 43) compared to the experimental, train-
ing condition (Mdn = 97.40, n = 56), U = 566.50, z =
-4.52, p < .001, r = -.45. These results reveal a large
e�ect size (see Table 2).

To identify which condition (training vs. no-
training) identified more errors between the main six
self-reported errors in DDM (i.e., problem identifica-
tion, goal definition, information gathering, elabora-
tion and prediction, planning, DM, and action, evalu-
ation of outcome and self-reflection) independent sam-
ples t-tests were conducted. The results revealed no
significant di�erence between training conditions in
the total self-reported errors (see Table 2).

Performance and Behavioral Errors. Independent
samples t-tests were conducted to compare behavioral
errors identified in the WinFire simulation between
training and no-training groups. The results indicated
no significant di�erences in depth of information pro-
cessing. Regarding behavioral errors or strategies, the
training group, however, demonstrated significantly
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Table 2. Descriptive Statistics, WinFire Performance, and Self-Reported Error Comparisons Across Training Conditions.

Training
group

No-training
group

Outcomes M (SD) M (SD) 95% CI t df p d

Self-reported errors

Problem identification 0.63 (0.56) 0.65 (0.53) [≠0.19, 0.25] 0.24 97 .81 .05
Goal definition 0.43 (0.53) 0.58 (0.54) [≠0.06, 0.37] 1.40 97 .17 .28
Information gathering 0.70 (0.66) 0.79 (0.60) [≠0.16, 0.35] 0.73 97 .47 .15
Elaboration and prediction 1.05 (0.82) 1.28 (0.88) [≠0.12, 0.57] 1.31 97 .19 .27
Planning, DM, and action 1.34 (0.92) 1.28 (0.77) [≠0.41, 0.28] ≠0.35 97 .73 .07
Evaluation of outcomes 0.45 (0.54) 0.53 (0.55) [≠0.13, 0.31] 0.80 97 .42 .16
Total SR errors 4.58 (2.14) 5.12 (2.13) [≠0.33, 1.39] 1.22 97 .23 .25

Behavioral Errors/Strategies

Depth of information proc. 13.16 (8.82) 10.53 (7.35) [≠5.93, 0.68] ≠1.58 97 .12 .32
Methodism vs. Flexibility 4.29 (3.01) 2.65 (1.80) [≠2.60, ≠0.67] ≠3.36 92.01 .001 .64
Avoidance vs. Actionism
(standardized)

162.52
(300.20)

32.58
(32.47)

[≠210.90,
≠49.00] ≠3.22 56.67 .002 .57

more flexibility, and showed significantly less avoid-
ance in decision making (see Table 2).

Multiple linear regression analyses were conducted
to predict performance based on the three behavioral
errors/strategies. Six outliers with performance scores
below 38% of saved forest were removed. A significant
regression was found, F(3,89) = 3.39, p = .022 with an
R

2 of .10. Depth of information processing was not a
significant predictor, — = .05, t = .34, p = .73. Avoid-
ance vs. Underplanning and Actionism was also not
a significant predictor, — = ≠.02, t = ≠.18, p = .86.
Methodism vs. Flexibility was a significant predictor,
— = .30, t = 2.06, p = .04. The more flexible and the
fewer status-quo bias, i.e., the more behavior changes,
the higher was the performance.

Performance and Self-Reported Errors. The rela-
tionship between performance and total self-reported
errors after completion of the simulation was investi-
gated using a Spearman correlation. The results in-
dicated that there was a weak, negative correlation
between total performance in the WinFire simulation
(M = 84.24, SD = 19.43) and participant’s total self-
reported errors after completion of the simulation (M
= 4.82, SD = 2.14), rs(97) = -.14, p = .15, p = .07.
The higher the overall performance in the WinFire
simulation, the lower is participants’ numbers of to-
tal self-reported errors after the simulation.

Multiple regression analyses were conducted to
regress performance on the 16 self-reported errors
(again excluding the 6 outliers). Results were not sig-
nificant, R

2 = .13, F(16, 76) = .76, p = .72. Not
considering side e�ects and future developments was
the only significant predictor, — = ≠.30, t = ≠2.23,
p = .03.

Discussion

The main goal of Study 2 was to investigate perfor-
mance di�erences between training and non-training
groups in WinFire. WinFire requires less background
knowledge compared to ChocoFine, is less complex,
but more dynamic. Results showed significantly bet-
ter performance in EMT training compared to the non-
training group. Second, there were no significant dif-
ferences regarding self-reported errors between train-
ing group and non-training group. The total num-
ber of self-reported errors correlated marginally sig-
nificantly with performance. The higher the overall
performance in the WinFire simulation, the lower par-
ticipants’ numbers of total self-reported errors after
the simulation. Third, regarding the three behavioral
errors and strategies as assessed in the log files the
training group showed less status-quo bias and more
flexibility/adaptivity and less avoidance. Previous re-
search reports that real-time decision-making, such as
in WinFire, requires individuals to follow a feedfor-
ward strategy (i.e., decisions that involve making pre-
dictions of a future state (Brehmer, 1996; Gonzalez,
2005). Therefore, environments that are ever-changing
force decision-makers to embrace change and modify
their strategies accordingly throughout the progression
of the task. Regression analyses in WinFire showed
that low status-quo bias and high flexibility in decision
making predicted performance, a finding also shown in
previous research on DDM (e.g., Güss et al., 2017).

Comparing Self-reported Errors in ChocoFine and
WinFire

We also compared self-reported errors regarding the
six steps of decision making and problem solving in
ChocoFine and WinFire. Due to the di�erent task
characteristics, we expected participants to self-report
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more errors in ChocoFine compared to WinFire re-
garding the three steps: information collection, elabo-
ration and prediction, and planning, decision-making,
and action. We did not expect di�erences regarding
the other three steps: Goal definition, problem identi-
fication, and outcome evaluation and self-reflection.

We run a 2 x 2 MANOVA with one independent
variable being simulation (ChocoFine versus WinFire)
and the other independent variable being experimental
condition (Experimental training group versus control
group). The six dependent variables were the totals
of the self-reported errors in the six DDM steps. The
descriptive statistics are reported in Tables 1 and 2.

Using Wilk’s Lamda, there was no overall significant
e�ect of simulation on the number of self-reported er-
rors in the six DDM steps, ⁄ = 0.943, F (6, 166) =
1.675, p = .13, ÷p2 = .057. Separate uni-variate
ANOVAs on the six outcome variables revealed only
one significant di�erence, i.e., more self-reported er-
rors regarding planning, decision making, and action
in ChocoFine compared to WinFire.

There was also no overall significant e�ect of train-
ing on number of self-reported errors in the six DDM
steps, ⁄ = 0.941, F (6, 166) = 1.743, p = .114,
÷p2 = .059. Separate uni-variate ANOVAs on the six
outcome variables revealed two significant di�erences,
i.e., more self-reported errors regarding goal definition
and evaluation of outcomes in the control group com-
pared to the training group (see Table 3). These find-
ings support only partially the hypothesis that par-
ticipants in the training conditions of both computer
simulations will report fewer self-reported errors than
participants in the control conditions.

General Discussion

The goal of the current study was to illustrate how
a brief error management training (EMT) could facili-
tate performance in DDM and CPS environments. We
expected that individuals in the experimental, training
condition would have better performance compared to
the control, no-training condition. We then investi-
gated whether self-reported errors and behavioral er-
rors observed in the log files could explain performance
di�erences, and we investigated di�erences between
the two simulations.

Microworlds vary in their complexity, uncertainty,
and dynamics; therefore, it is important to analyze
how DDM di�ers in di�erent conditions (see also Grei�
et al., 2014). Our results indicated that training had
a significant positive influence on performance in the
WinFire simulation and a marginally significant pos-
itive e�ect in the ChocoFine simulation. Considering
that the two microworlds have di�erent task charac-
teristics, it is important to note that a general EMT
had a stronger e�ect in the more transparent WinFire
simulation.

Regarding self-reported errors, there was mixed sup-
port for our hypothesis. In the ChocoFine simulation
self-reported errors were related to the training con-

dition. The training group reported fewer errors re-
lated to the steps of problem identification, and out-
come evaluation and self-reflection. Overall, there
were fewer self-reported errors in the training group
regarding goal definition and outcome evaluation and
self-reflection compared to the control group. How-
ever, the findings in the WinFire study did not support
our hypothesis. The training group did not self-report
fewer errors.

Correlations between performance and total self-
reported errors in both WinFire and ChocoFine show
that the higher the performance, the lower the self-
reported errors. Yet, these correlations were not sig-
nificant. This finding shows that participants’ percep-
tion of their own DDM errors does not relate to their
objective task performance.

One possible explanation for the variability in our
findings might be the di�erence in time constraints be-
tween the WinFire and ChocoFine simulations. The
self-reported errors task that participants completed
at the end of the simulation necessitated that they
greatly reflect on their actions compared to their goals
and overall performance in the simulations. The par-
ticipants spent one hour completing the ChocoFine
simulation mainly because it had an extensive list of
behaviors and actions they could modify and change to
their liking, while the WinFire microworld took only
ten minutes and had only a few possible commands.
Therefore, the absence of fewer time constraints expe-
rienced in the ChocoFine simulation possibly allowed
for more use of self-reflective strategies than the Win-
Fire. On the other hand, participants who worked in
the WinFire simulation were under higher time pres-
sure.

Additionally, we expected behavioral errors to pre-
dict performance and to di�er between training and
no-training groups. We operationalized three behav-
ioral errors and strategies and coded them from the
automatically saved log files of participants in the two
simulations. In the ChocoFine study, only status-
quo bias correlated negatively with performance. In
the fast-paced WinFire simulation, the training group
showed less often status-quo bias, more adaptivity
and less avoidance. Regression analyses for both
ChocoFine and Winfire showed that status-quo bias
negatively predicted performance. In both situations,
not doing anything and sticking to old plans and deci-
sions was detrimental. Instead, adjusting to the ever-
changing situation and changing behaviors was advan-
tageous. These results support previous findings sug-
gesting that dynamic environments are ever-changing
and thus, performance is dependent on the decision-
makers subsequent decisions (Dörner, 1996; Edwards,
1962; Güss, 2011).

The findings on the status-quo bias versus flexibility
are very relevant for organizations. “Managers and or-
ganizations should be prepared and proactive to over-
come the biases, to avoid becoming trapped in the vi-
cious cycle of rigidity, and to cope e�ectively with the
uncertainties of a dynamic environment” (Shimizu &
Hitt, 2004, p. 44). Research has demonstrated that
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Table 3. Separate univariate ANOVAs on the outcome variables, i.e., self-reported errors on DDM steps for ChocoFine and WinFire.

Simulation Training
Self-reported errors: F df p ÷p2 F df p ÷p2

Problem identification 1.14 1,171 .288 < .01 3.09 1,171 .08 .02
Goal definition .51 1,171 .475 < .01 5.15 1,171 .03 .03
Information gathering .26 1,171 .611 < .01 .65 1,171 .42 < .01
Elaboration and prediction .001 1,171 .972 < .01 3.30 1,171 .07 .02
Planning, DDM, and action 7.34 1,171 .007 .04 .04 1,171 .84 < .01
Evaluation of outcomes and
self-reflection 2.49 1,171 .117 .01 5.24 1,171 .02 .03

Note. None of the interactions was statistically significant.

the tendency to show status-quo bias increases with
experience, as knowledge in their domain also increases
(Burmeister & Schade, 2007). A recent study reveals
that a higher status within a business organization can
influence a decision-makers’s susceptibility to status
quo biases (see Sana Chiu et al., 2020). Thus, espe-
cially leaders in organizations have to be aware of the
possible traps their expertise can pose by predisposing
them to falling for the status quo bias.

One limitation of our EMT is related to its brief
implementation. We provided participants with a list
of errors, their definitions, and some examples. The
training referred to knowledge acquisition. It did not
include practicing. Participants had to do the actual
transfer in the specific WinFire and ChocoFine sim-
ulations. For future studies, the training could also
facilitate the transfer of knowledge by showing and
explaining specific short video clips of errors in mi-
croworlds. Such an approach might lead to stronger
findings. It is nevertheless noteworthy that even our
EMT focusing on knowledge acquisition showed some
positive e�ects in the two simulations.

Another limitation is related to the list of errors it-
self. A general description of errors, based on research
findings of previous DDM studies and as proposed
in the current research, provides general strategies to
“pick” from. Yet, they sometimes seem contradictory
(e.g., underplanning versus overplanning). In a similar
way, proverbs can provide sometimes contradictory ad-
vice. For example, “Sleep on it” suggests that people
wait and reflect before making an important decision.
Other proverbs such as “Never put o� till tomorrow
what you can do today” suggest that people seize an
opportunity and decide and act right away. The im-
portant task is to analyze the specific situational cir-
cumstances and to determine which proverb advice or
relevant error avoidance will most likely lead to the
most adaptive and promising outcomes. This specific
skill of cognitive analysis and self-reflection and the
avoidance of the status-quo bias has also been called
strategic flexibility (Brozovic, 2018) or cognitive flexi-
bility (Laureiro-Martínez & Brusoni, 2018, p. 1031).

A major limitation of our study is the generaliz-
ability of our findings due to the large use of a col-
lege student population with a disproportionally high

number of Whites compared to other ethnic groups.
However, descriptive results showed a large distribu-
tion between age and gender, and most of the partic-
ipants were also employed. Past research has demon-
strated that college students typically engage in more
risk taking (Salameh et al., 2014). Future research
could utilize a sample of participants outside of a col-
lege demographic to account for maturational changes
in middle-aged and older adult individuals and further
increase generalizability (although age did not corre-
late with ChocoFine performance, r(74) = .07, p =
.56, nor did age correlate with WinFire performance,
r(97) = -.14, p = .17).

Another limitation is that we could not operational-
ize the self-reported errors in a way to assess them in
the behavioral log files. How can lack of self-reflection
be assessed in the log-files? Future research could in-
clude videos of screen developments and participant
reactions and/or thinking-aloud protocols (e.g., Güss
et al., 2010) in addition to the saved log files to assess
more of these errors.

A final limitation is related to the results, which
are based on aggregate averages of participant deci-
sions saved in log files. Future research could investi-
gate errors over time and how strategies acquired in
the short EMT are implemented and when they are
implemented. This could be done, for example, by
time-based or event-based log-linear data analyses or
by instructing participants to think-aloud (Smith et
al., 2022) or by interrupting participants during the
decision-making process and asking them short ques-
tions.

In conclusion, the current study showed that an
EMT can enhance performance in a highly complex
and slow-paced task environment such as ChocoFine
and in a less complex but highly dynamic and fast-
paced task environment such as WinFire. Little
status-quo bias and high adaptability were positively
related to performance in both microworlds. We con-
clude that creating awareness of possible errors in
these tasks can stimulate self-reflection and monitor-
ing through EMT. The promotion of self-reflection
through EMT ultimately increases the DDM and CPS
performance. The results of the present study have
practical applications for leaders who make decisions
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in stressful, complex, and dynamic work environments
and might fall for their overconfidence in their own ex-
pertise. Organizations may benefit from utilizing an
EMT training program that encourages self-regulatory
practices in fast-paced and uncertain environments.
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